Chapter 3

Metaheuristics and scheduling

3.1. Introduction

Scheduling involves taking decisions regarding the allocation of available capacity or resources (equipment, labour and space) to jobs, activities, tasks or customers over time. Scheduling thus results in a time-phased plan, or schedule of activities. The schedule indicates what is to be done, when, by whom and with what equipment. Although the statement of a manufacturing organizational problem such as scheduling may seem simple, we must never underestimate the effort necessary to find its solution [WID 98]. Scheduling problems can be modeled as assignment problems, which represent a large class of combinatorial optimization problems. In most of these cases, finding the optimal solution is very difficult. In fact, except for a few exceptions, the only known method to solve the problem to optimality would be to enumerate an exponential number of possible solutions! Specialists in this case speak of NP-complete problems [CAR 88, GAR 79]. In these conditions, it is necessary to find a solution method providing solutions of good quality in a reasonable amount of time: this is what heuristic methods are all about.

This chapter focuses on describing the three main heuristic classes, constructive methods, local search methods and evolutionary algorithms [COS 95c]. Since these methods are general enough to be applied to a multitude of combinatorial optimization problems, they are called metaheuristics.

This chapter is organized as follows: the next two sections indicate how to model scheduling problems in terms of combinatorial optimization and briefly describe the
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major issues encountered when solving such problems. A complete presentation of
the main metaheuristics is the subject of section 3.4, preceding a detailed analysis of
the application of a tabu search method for the job shop scheduling problem with
tooling constraints.

3.2. What is a combinatorial optimization problem?

Combinatorial optimization is the field of discrete mathematics involving the
resolution of the following problem.

Let \( X \) be a set of solutions and \( f \) a function that measures the value of each
solution in \( X \). The objective is to determine a solution \( s^* \in X \) minimizing \( f \), i.e.:

\[
f(s^*) = \min_{s \in X} f(s)
\]

Set \( X \) is presumed finite and is in general defined by a set of constraints. As an
example, for a job scheduling problem on one machine, \( X \) can be made up of all job
sequences satisfying precedence and priority constraints while \( f \) can correspond to
the date at which the last job is finished (makespan).

3.3. Solution methods for combinatorial optimization problems

Despite the permanent evolution of computers and the progress of information
technology, there will always be a critical size for \( X \) above which even a partial
listing of feasible solutions becomes prohibitive. Because of these issues, most
combinatorial optimization specialists have focused their research on developing
heuristic methods. A heuristic method is often defined [NIC 71] as a procedure that
uses the structure of the considered problem in the best way possible in order to find
a solution of reasonably good quality in as little computing time as possible. General
properties of these techniques and the circumstances in which they apply are
described in [MUL 81, SIL 80].

Most difficult combinatorial optimization problems are NP-complete (see
Chapter 2). Since no efficient algorithm for solving NP-complete problems is known
despite the numerous efforts of these last fifty years, the use of heuristic methods is
completely justified when facing such difficult problems. The performance of a
heuristic method typically depends on the quality of the solution produced as output
and on the computing time necessary to reach such a solution. A compromise has to
be found on a case-by-case basis according to the considered optimization problem
since these two criteria are of opposite nature. Since the optimal solution value of a
large scale difficult combinatorial optimization problem is typically unknown, the quality of a solution produced by an algorithm is typically evaluated using bounds or estimates of this optimal solution value. It might also be interesting to analyze the performance of a given heuristic method in the worst case scenario. A measure of the biggest possible error (with respect to the optimal value) is particularly useful when the goal is to specify in which circumstances the considered heuristic method should not be used.

Although obtaining an optimal solution is not guaranteed, the use of a heuristic method provides multiple advantages when compared with exact methods:

– the search for an optimal solution can be inappropriate in certain practical applications for many reasons such as the large size of the considered problem, the dynamic characterizing the work environment, a lack of precision in data collection, difficulties encountered when formulating the constraints in mathematical terms, the presence of contradictory objectives;

– when applicable, an exact method is often much slower than a heuristic method, which generates additional computing costs and a typically very long response time;

– research principles at the basis of a heuristic method are generally more accessible to inexperienced users. The lack of transparency that characterizes certain exact methods requires the regular intervention from specialists or even from the methods’ designers;

– a heuristic method can be easily adapted or combined with other types of methods. This flexibility increases the range of problems to which heuristic methods can be applied.

Even though a good knowledge of the problem to be solved is the main contributor to an efficient and successful use of a heuristic method, there are several general rules that can be used to guide the search in promising regions of the solution space X. Guidelines for the use of heuristics in combinatorial optimization can be found in [HER 03]. A classification of heuristic methods was proposed by Zanakis et al. [ZAN 89]. In the next sections of this chapter, we describe three fundamentally different heuristic approaches. The research principles of these approaches constitute a basis for several known heuristic methods such as the greedy algorithm, tabu search, simulated annealing and genetic algorithms. The Committee on the Next Decade of Operations Research [CON 88] declared in 1988 that these last three methods were very useful and promising for the solution of a large number of practical applications in the future. This prediction has turned out to be true. Very general in their concept, these methods do, however, require a large modeling effort if we wish to obtain good results.
3.4. The different metaheuristic types

3.4.1. The constructive approach

Constructive methods produce solutions in the form of \( s = (x_1, x_2, \ldots, x_n) \), starting from an initial empty solution \( s[0] \) and then inserting at each step \( k (k = 1, \ldots, n) \), a component \( x_{o(k)} \) \( (o(k) \in \{1, 2, \ldots, n\} \setminus \{o(1), o(2), \ldots, o(k-1)\}) \) in the current partial solution \( s[k-1] \). The decision that is taken at a given step is based on the index of the inserted component and on the value to give it. This decision is then never reassessed. The vector representation \( s = (x_1, x_2, \ldots, x_n) \) is quite suitable in solutions for a general assignment problem. Vector positions correspond to objects, whereas each component \( x_i \) defines the resource allocated to object \( i \).

The exploration of the solution space \( X \) with a constructive method is represented in Figure 3.1. The goal is to decrease the size of the problem at each step, which means confining ourselves to an increasingly smaller subset \( X^k \subseteq X \). A constructive method finds an optimal solution when each considered subset contains at least one optimal solution \( s^* \in X \). Unfortunately, cases where such a condition is always fulfilled are rare. The majority of constructive methods are greedy: at each step, the current solution is completed in the best way possible without taking into consideration all consequences that this generates with regards to final solution cost. In this sense, greedy style methods are often seen as myopic.

![Figure 3.1. Exploration of \( X \) with a constructive approach](image)

Constructive methods are distinguished by their speed and great simplicity. Solutions are very quickly generated for a given problem without having to use highly sophisticated techniques. However, the main drawback with these methods resides unfortunately in the quality of the solutions obtained. The use of the best choice at each step is a strategy with potential catastrophic long term effects. From a theoretical standpoint, obtaining an optimal solution is only ensured for problems accepting a formulation in terms of matroids [GON 85]. It is thus generally wise to implement procedures anticipating side effects and future consequences caused by decisions made during the completion of a partial solution.
We illustrate constructive methods with the algorithm by Nawaz et al. [NAW 83] summarized below and developed for the search of a minimal length sequence in a simple flow shop. The scheduling problem in a simple flow shop is a production problem in which \( n \) jobs must be executed following the same sequence on each one of the \( m \) machines in the shop; these jobs all have the same process plan but not the same processing times. The processing time of job \( i \) on machine \( j \) is denoted \( p_{ij} \) (\( i = 1 \ldots n, j = 1 \ldots m \)).

1. for each job \( i \) (\( i = 1 \ldots n \)), set \( P_i \leftarrow \sum_{j=1}^{m} p_{ij} \)
2. sort the jobs in a list in descending order of \( P_i \)
3. take the first two jobs from the list at step 2 and find the best sequence for these two jobs by evaluating both scheduling possibilities. The relative positions of these two jobs cannot be modified during the next heuristic phases; set \( i \leftarrow 3 \);
4. take the job in \( i^{th} \) position from the list at step 2 and find the best sequence by inserting this job in one of the \( i \) possible positions among the jobs already placed;
5. if \( i < n \) then set \( i \leftarrow i+1 \) and go to step 4;
otherwise STOP: the sequence found is the NEH heuristic solution.

Algorithm 3.1. NEH heuristic

Nawaz et al.’s algorithm is based on the assumption that a job with long total processing time has priority over a job with a shorter total processing time. The final sequence is found in a constructive way, by inserting a new job at each step and by finding the best possible position for this new job, without modifying the relative positions of the jobs inserted earlier (see Algorithm 3.1).

This heuristic provides a very good compromise between solution quality and computing time [WID 91b].

3.4.2. Local search approach

Local search methods are iterative algorithms which explore the solution space \( X \) by moving step by step from one solution to another. This type of method begins with a solution \( s_0 \in X \) arbitrarily chosen or otherwise obtained from a constructive method. The transition from one solution to another is made according to a series of basic modifications which must be defined on a case-by-case basis. The following notations are taken from the [WER 89] reference. We denote \( \Delta \) the set of all possible modifications that can be applied to a solution. A solution \( s' \) obtained from \( s \) by applying a modification \( \delta \in \Delta \) is denoted as \( s' = s \odot \delta \). The neighborhood \( N(s) \) of a solution \( s \in X \) is defined as the set of solutions that can be obtained from \( s \) by
applying a modification $\delta \in \Delta$. Specifically, we can write: $N(s) = \{s' \in X \mid \exists \delta \in \Delta: s' = s \oplus \delta\}$. This type of examination process is interrupted when one or more stopping criteria are met. Figure 3.2 illustrated the general scheme of a local search method. Consecutive transitions from one solution to a neighbor solution define a path in the solution space $X$.

Fig 3.2. Exploration of $X$ with a local search approach

An oriented graph $G$, called state space graph, can be defined to represent a local search. Each solution in $X$ is associated with a vertex in $G$, and an arc from vertex $s_1$ to vertex $s_2$ is introduced in $G$ if and only if $s_2$ is a neighbor of $s_1$ (i.e. $s_2 \in N(s_1)$). Modeling an optimization problem and choosing a neighborhood $N(s)$ must be done in such a way that for each solution $s \in X$, there is at least one path in $G$ linking $s$ to an optimal solution $s^*$. The existence of such paths ensures that the local search method can possibly reach an optimal solution starting from any initial solution $s_0$.

The neighborhood of a solution $s$ in the context of assignment problems can be defined in a very simple way [FER 96]. Given a set of objects and a set of resources, and assuming that exactly one resource must be assigned to each object, one can define the neighborhood $N(s)$ of $s$ as the set of solutions that can be obtained from $s$ by changing the resource assignment of exactly one object.

The descent method described in Algorithm 3.2 is a first example of a local search method. This type of method moves in $X$ by choosing at each step the best neighbor solution in the neighborhood $N(s)$ of the current solution $s$. This process is repeated as long as the value of the objective function decreases. The search stops when a local minimum is reached. Historically, descent methods have always been among the most popular heuristic methods to handle combinatorial optimization problems. However, they contain two major obstacles which considerably limit their efficiency:

- according to the size and structure of the considered neighborhood $N(s)$, the search for the best neighbor solution in $N(s)$ is a problem which can be as difficult as the original problem (which is to find the best solution in $X$);
– a descent method is unable to escape the first local minimum encountered. Combinatorial optimization problems however typically contain numerous local optima with an objective function value which can be very far from the optimal value. This is illustrated in Figure 3.3.

In order to cope with these deficiencies, more sophisticated local search methods have been developed in the last twenty years. These methods accept neighbor solutions with a lesser quality than the current solution in order to avoid local minima of function $f$. The most famous methods of this type are presented in the next sections. The main differences between these methods concern the rule used to choose a neighbor solution and the stopping criteria. The search can be stopped when a solution deemed close enough to being optimal is found. Unfortunately the optimal value of a combinatorial optimization problem is typically not known, and it is therefore often not possible to use such a stopping criterion.

**Algorithm 3.2. The descent method**

Initialization

choose an initial solution $s \in X$;

set $s^* \leftarrow s$;

Iterative process

repeat

    generate $N(s)$;

    determine $s' \in N(s)$ such that $f(s') = \min_{s' \in N(s)} f(s')$;

    set $s \leftarrow s'$;

    if $f(s) < f(s^*)$ then set $s^* \leftarrow s$;

until $s \neq s^*$

**Figure 3.3. A descent method cannot escape a local minimum**
The methods presented below are generally much more powerful than a simple
descent method but also much more expensive in terms of computing resources.
Their implementation must consider the maximum response time authorized by the
program user. We should note in conclusion that significant effort is necessary to
correctly adjust parameters used by these methods in order to effectively guide the
search throughout X.

3.4.2.1. Simulated annealing

Originally, the simulated annealing method goes back to experiments by
Metropolis et al. [MET 53]. Their studies have led to a simple algorithm to simulate
the evolution of an unstable physical system toward a state of thermal balance with a
fixed temperature $t$. The state of the physical system is characterized by the exact
position of all the atoms it contains. Metropolis et al. use a Monte Carlo method to
generate a series of consecutive system states starting with a given initial state. Any
new state is obtained when an atom executes an infinitesimal random movement.
Let $\Delta E$ be the energy difference generated by such a disruption. The new state is
accepted if the system energy decreases ($\Delta E < 0$). Otherwise ($\Delta E \geq 0$), it is accepted
with a certain probability:

$$\text{prob}(\Delta E, t) = \exp\left(\frac{-\Delta E}{k_B \cdot t}\right)$$

where $t$ is the system temperature and $k_B$ a physical constant known as Boltzmann
constant. At each step, acceptance of a new state where the energy is not lower than
the current state is decided by randomly generating a number $q \in [0,1]$. If $q$ is lower
or equal to $\text{prob}(\Delta E, t)$, then the new state is accepted. Otherwise, the current state is
maintained. Metropolis et al. have shown that a repeated use of this type of rule
brings the system to a state of thermal balance. Many years passed after these
studies from Metropolis et al. before the simulation algorithm they developed was
used to define a new heuristic method for the resolution of a combinatorial
optimization problem. Simulated annealing is a local search method where the
search mechanism is modeled on the Metropolis et al. algorithm and principles of
thermodynamic annealing. The idea consists of using the Metropolis et al. algorithm
with decreasing temperature values $t$. The progressive cooling of a particle system is
simulated by on the one hand, making an analogy between the system energy and
the objective function of a combinatorial optimization problem, and between system
states and the solutions of the considered problem on the other hand. To reach states
with as little energy as possible, the system is initially brought to a very high
temperature and then slowly cooled down. When the temperature goes down, atom
movements become less random and the system will tend to be in low energy states.
System cooling must be carried out very slowly in order to reach a state of balance
at each temperature $t$. When no new state is accepted at a given temperature $t$, the
system is considered as frozen and it is presumed that it has reached a minimum level of energy.

Kirkpatrick et al. [KIR 83] and Cerny [CER 85] were the first to follow such a technique to solve combinatorial optimization problems. The neighborhood $N(s)$ of a solution $s \in X$ contains all states which can be obtained from the current state by slightly moving one atom of the physical system. Only one neighbor solution $s' \in N(s)$ is generated at each iteration. This one is accepted if it is better than the current solution $s$. Otherwise, one proceeds as with the Metropolis et al. algorithm and the new $s'$ solution is accepted with a probability $\text{prob}(\Delta f, t)$ depending on the importance of the damage $\Delta f = f(s') - f(s)$ and on a parameter $t$ corresponding to the temperature. Changes in temperature are performed on the basis of a precise cooling pattern. Generally speaking, the temperature is lowered in steps each time a specific number of iterations are executed. The best solution found is memorized in variable $s^*$. The algorithm is interrupted when no neighbor solution has been accepted during a complete constant temperature iteration cycle. The simulated annealing method is described in Algorithm 3.3.

Simulated annealing performance is closely linked to the cooling pattern involved. Numerous theoretical studies have been carried out on this subject and several variations have been proposed [COL 88, OSM 94]. Simulated annealing can be described in the form of a non-homogenous Markov chain [AAR 89, VAN 87], which leads to interesting results in terms of asymptotic convergence of the algorithm when certain specific conditions are met. Geman et al. [GEM 84] have demonstrated that the method converges in terms of probability to an optimal solution if temperature $t_k$ at the $k^{th}$ iteration meets the two following conditions:

i) $\lim_{k \to \infty} t_k = 0$

ii) $t_k \geq \frac{c}{\log(k+1)} \quad \forall k = 1, 2, ...$

where $c$ is a constant independent of $k$. Hajek [HAJ 88] established a similar convergence result by asserting:

iii) $t_k = \frac{c}{\log(k+1)}$ and $c = \max_{s \in X} f(s) - \min_{s \in O} f(s)$

where $O$ represents the set of all local minima of $f$ which are not optimal solutions. In general, constant $c$ is called the maximum depth of function $f$.

In reality, the above condition is difficult to obtain and very costly in terms of computation. We generally prefer the cooling pattern by levels shown in Algorithm 3.3, even though it does not guarantee algorithm convergence to an optimal solution.
Lately, the simulated annealing algorithm has been abundantly used to solve practical optimization problems. A detailed review of the literature was carried out by Collins et al. [COL 88]. Several simulated annealing algorithm applications are proposed in a book edited by Vidal [VID 93]. The interested reader can refer to references [EGL 90, REE 93, RUT 89, VAN 87] for more detailed information on the simulated annealing.

Initialization

choose an initial solution \( s \in X \);

set \( s^* \leftarrow s \);

set \( k \leftarrow 0 \); (global iteration counter)

set \( \text{new\_cycle} \leftarrow \text{true} \); (Boolean variable indicating if it is worth executing a new cycle of iterations)

set \( t \leftarrow t_0 \); (\( t_0 = \) initial system temperature)

Iterative process

while \( \text{new\_cycle} = \text{true} \) do

set \( \text{nbiter} \leftarrow 0 \); (iteration counter internal to a cycle)

set \( \text{new\_cycle} \leftarrow \text{false} \);

while \( \text{nbiter} < \text{nbiter\_cycle} \) do

set \( k \leftarrow k + 1 \) and \( \text{nbiter} \leftarrow \text{nbiter} + 1 \);

randomly generate a solution \( s' \in N(s) \);

set \( \Delta f \leftarrow f(s') - f(s) \);

if \( \Delta f < 0 \) then set \( s \leftarrow s' \) and \( \text{new\_cycle} \leftarrow \text{true} \);

otherwise

set \( \text{prob}(\Delta f, t) \leftarrow \exp(-\Delta f/t) \);

generate a random real number \( q \) from an uniform distribution over the interval \([0,1]\);

if \( q < \text{prob}(\Delta f, t) \) then set \( s \leftarrow s' \) and \( \text{new\_cycle} \leftarrow \text{true} \);

if \( f(s) < f(s^*) \) then set \( s^* \leftarrow s \);

set \( t = a \cdot t \) (\( 0 < a < 1 \): cooling factor)

Algorithm 3.3. Simulated annealing

3.4.2.2. Threshold accepting methods

Threshold accepting methods are local search methods that can be seen as deterministic variants of simulated annealing. The main difference between these two methods is the level of acceptance of a lower quality solution at each step. In a threshold accepting method, this type of decision is taken in a deterministic manner, without having to use the principles of thermodynamic annealing. It is strictly based
on an auxiliary function $\gamma(s,s')$ and on a threshold $S$ which can possibly involve the value $f(s^*)$ of the best solution encountered so far. Function $\gamma(s,s')$ and threshold $S$ can be defined in many ways leading to several variations for threshold accepting methods. The threshold accepting method is presented in a generic way in Algorithm 3.4, followed by three adaptations of this method developed by Dueck and Scheuer [DUE 90, DUE 93]. The algorithm is generally interrupted when a number $\text{nbiter\_tot}$ of iterations is reached or when the best found solution $s^*$ is not improved during a number $\text{nbiter\_max}$ of iterations.

**Standard threshold accepting method**

The threshold $S$ is defined the same way as temperature $t$ in the simulated annealing algorithm. It is initially set at a high value, then proportionally lowered (i.e., $S$ is set equal to $a \cdot S$ with $0 < a < 1$) each time a predetermined number of iterations is completed. The aim of this method is to accept all neighbors $s'$ which do not deteriorate the quality of the current solution $s$ in a significant way. For this purpose, the auxiliary function $\gamma(s,s')$ is defined as $\gamma(s,s') = f(s') - f(s)$.

**Great deluge method**

In this case, threshold $S$ corresponds to a level of water. In a minimization problem, a neighbor solution $s'$ is accepted if and only if $f(s')$ is below the water level $S$ regardless of the value $f(s)$ of the current solution. In this way, $\gamma(s,s') = f(s')$. The water level is initially set at a high value $S_0$, and it then decreases linearly (i.e., $S$ is set equal to $S - d$ where $d$ is a parameter measuring the decreasing speed).

---

Initialization

- Choose an initial solution $s \in X$;
- Set $s^* \leftarrow s$;
- Set $\text{nbiter} \leftarrow 0$; (iteration counter)
- Set $\text{best\_iter} \leftarrow 0$; (iteration leading to the best $s^*$ solution found to date)
- Set $S \leftarrow S_0$; ($S_0$ = initial threshold)

Iterative process

```plaintext
while no stopping criterion is met do
  set $\text{nbiter} \leftarrow \text{nbiter} + 1$;
  randomly generate a solution $s' \in N(s)$;
  if $\gamma(s,s') < S$ then
    set $s \leftarrow s'$;
    if $f(s) < f(s^*)$ then set $s^* \leftarrow s$ and $\text{best\_iter} \leftarrow \text{nbiter}$;
  update threshold $S$
```

**Algorithm 3.4. Threshold accepting method**
Originally, this method was designed to solve maximization problems. First, the level of water is arbitrarily set at a low value, and it is then linearly increased. In such a case, a neighbor solution \( s' \) is only retained if it is over the water level (i.e. if \( f(s') > S \)). This explains the name of the method. Such a principle of research can be simply illustrated by considering a hiker unable to swim and wanting to reach the highest point of a given region when the level of water constantly increases. The hiker’s chances for success are higher if the water increase is slow (i.e., \( d \) is small).

**Record-to-record travel method**

In this adaptation of the threshold accepting method, all neighbor solutions \( s' \) of significantly lower quality than the best solution \( s^* \) found so far are rejected. In order to do this, we must define a maximal deterioration \( \text{max}_d \), in relation to value \( f(s^*) \), over which any neighbor solution \( s' \) is automatically rejected. As in the previous method, acceptance of a new solution is made without examining the value of the current solution, hence \( \gamma(s,s') = f(s') \). Threshold \( S \) is initialized at a high value and is then updated at each step by setting \( S = f(s^*) + \text{max}_d \). Parameter \( \text{max}_d \) is typically not modified during the execution of the algorithm.

According to their authors [DUE 90, DUE 93], the three previous methods provide numerous advantages compared to the simulated annealing method. Several tests were carried out in the context of the traveling salesman problem. It would seem that a method of threshold accepting generally gives better results than simulated annealing while being quicker and less sensitive to the set of parameters used. Sinclair [SIN 93] confirmed these observations after using the great deluge and the record-to-record travel methods for balancing hydraulic turbine runners. We do not know of any more comparative studies leading to similar conclusions.

### 3.4.2.3. Tabu search

Tabu search is a general iterative method for combinatorial optimization introduced by Glover [GLO 86] in a specific context and later developed in a more general context [GLO 89, GLO 90]. Independently, Hansen developed the SAMD method (for Steepest Ascent Mildest Descent) based on similar ideas [HAN 86]. The tabu search method is very powerful over a considerable number of combinatorial optimization problems, scheduling in particular.

**Method description**

As previously mentioned, the movement from a current solution \( s \) to a neighbor solution \( s' \) is chosen in such a way that:

\[
f(s') = \min_{s' \in N(s)} f(s')
\]
As long as we are not in a local optimum, any iterative local search method behaves as the descent method and improves the objective function value at each step. On the other hand, when we reach a local optimum, the movement rule described earlier makes it possible to choose the lesser of bad neighbors, i.e. the one inducing as little increase of the objective function as possible. The disadvantage that would represent a method only based on this principle is that if a local minimum \( s \) is found at the bottom of a deep valley, it would be impossible to get out of it in a single iteration, and a movement from \( s \) to a neighbor solution \( s' \in N(s) \) with \( f(s') > f(s) \) can cause the opposite movement at the next iteration, since generally \( s \in N(s') \) and \( f(s) < f(s') \); there is therefore a risk of “cycling” around this local minimum \( s \). For this reason, the tabu search algorithm uses a second principle consisting of keeping in memory the last visited solutions, and prohibiting a return to them for a fixed number of iterations, the goal being to offer enough time to the algorithm to exit a local minimum. In other words, the tabu search method keeps a list \( T \) of “tabu” solutions at each step, and it is prohibited to move to any solution in \( T \). When moving from \( s \) to a neighbor solution, the oldest element in \( T \) is removed and replaced by \( s \). The necessary space to register a list of tabu solutions can be quite large in terms of memory. For this reason, it is sometimes preferable to prohibit a set of movements that would bring back to solutions already visited. These prohibited movements are called tabu movements.

The aspiration function

During the choice for the best solution \( s' \in N(s) \), we may have to decide between several candidates providing the same value to the objective function. If the chosen neighbor does not lead to a good region of the solution space \( X \), it might then be desirable to be able to go back to a visited solution \( s \) despite the fact that it is now part of the tabu list \( T \), in order to explore a new region neighboring \( s \).

![Figure 3.4. Illustration of the aspiration function concept](image)
For this reason, the tabu search method involves a new ingredient called aspiration function defined over all values of the objective function: when a neighbor solution \( s' \in N(s) \) belongs to \( T \) and meets the aspiration criterion (i.e. \( f(s') < A(f(s)) \)), we cancel its tabu status and \( s' \) then becomes a candidate during the selection for a best neighbor of \( s \). In general, \( A(f(s)) \) takes on the value of the best solution \( s^* \) encountered so far (i.e., we “aspire” to determine a better solution than \( s^* \)). Another possibility is to set \( A(z) \) equal to the best value obtained by moving from a solution \( s \) with value \( f(s) = z \) (see Figure 3.4).

**Neighborhood**

For certain problems, the neighborhood \( N(s) \) of a solution \( s \) is large and in addition, the only way to determine a solution \( s' \) minimizing \( f \) over \( N(s) \) is to review all solutions in \( N(s) \); we thus prefer to generate a subset \( N' \subseteq N(s) \) only containing a sample of solutions neighboring \( s \) and we choose a solution \( s' \in N' \) of minimal value \( f(s') \).

**Ending condition**

We must still define a stopping condition. We are generally given a maximum number \( nbmax \) of iterations between two improvements of the best solution \( s^* \) encountered so far. In certain cases, it is possible to determine a lower bound \( f \) on the optimal value and we can then stop the search when we have found a solution \( s \) of value \( f(s) \) close to \( f \).

The tabu search method is summarized in Algorithm 3.5.

\begin{algorithm}
\begin{enumerate}
  \item **Initialization**
    \begin{enumerate}
    \item Choose an initial solution \( s \in X \);
    \item set \( s^* \leftarrow s \);
    \item set \( nbiter \leftarrow 0 \); \hfill (iteration counters)
    \item set \( T \leftarrow \emptyset \); \hfill (the tabu list is initially empty)
    \item initialize the aspiration function \( A \);
    \item set \( best\_iter \leftarrow 0 \); \hfill (iteration where \( s^* \) was found)
    \end{enumerate}
  \item **Iterative process**
    \begin{enumerate}
    \item while \( (f(s) > f(s^*) \text{ and } nbiter-best\_iter < nbmax) \) do
    \item set \( nbiter \leftarrow nbiter+1 \);
    \item generate a subset \( N' \subseteq N(s) \) of solutions neighboring \( s \);
    \item choose the best solution \( s' \in N' \) solution such that \( f(s') \leq A(f(s)) \) or \( s' \not\in T \);
    \item update the aspiration function \( A \) and the tabu list \( T \);
    \item set \( s \leftarrow s' \);
    \item if \( f(s) < f(s^*) \) then set \( s^* \leftarrow s \) and \( best\_iter \leftarrow nbiter \)
    \end{enumerate}
\end{enumerate}
\end{algorithm}

*Algorithm 3.5. Tabu search*
In summary, the following elements are the main ingredients of a tabu search method:

- $X$ the set of solutions
- $f$ the objective function defined on $X$
- $N(s)$ the neighborhood of a solution $s \in X$
- $|T|$ the number of tabu solutions or the size of the tabu list $T$
- $A$ the aspiration function
- $nb_{max}$ the maximum number of iterations between two improvements of $s^*$
- $N'$ the subset of $N(s)$ (the way of generating it and its size)
- $\underline{f}$ a lower bound on the objective value.

Most tabu method ingredients are illustrated in section 3.5. Those not present have been considered as useless during the adaptation of the tabu method to the considered scheduling problems. The reader interested in more illustrations of all ingredients can refer to scientific papers from Glover [GLO 89; GLO 90; GLO 97]. More refined versions of the tabu search algorithm have been presented in more detail in the literature. The interested reader should consult references [GLO 89, GLO 90, GLO 93b, HER 97, REE 93, SOR 94, TAI 93, WER 89] for more information on this subject. Several strategies were proposed to improve the efficiency of the tabu search algorithm presented above [GLO 97]. **Intensification** and **diversification** are two of these strategies.

Intensification consists in a detailed exploration of a region of $X$ deemed promising. Its implementation usually resides in a temporary widening of the neighborhood of the current solution in order to visit a set of solutions sharing common properties. Another possibility consists of returning to the best solution $s^*$ encountered so far and to restart the search from this solution with a smaller tabu list size for a limited number of iterations. Diversification is a complementary technique to intensification. Its objective is to direct the search procedure to unexplored regions in $X$. The simplest diversification strategy is to restart the search process periodically from a solution either randomly generated or judiciously chosen in a region that has not yet been visited. In this way, we decrease the influence of the choice of the initial solution $s_0$ over the global algorithm performance. The same type of effect can be obtained by temporarily modifying the objective function or by favouring modifications not made during a large number of iterations.

To conclude this presentation of the tabu search method, we should mention that no theoretical result guarantees the convergence of the algorithm toward an optimal solution of the considered problem contrary to the simulated annealing method. The main reason for this fact comes from the nature of the method itself. Since the method is highly adaptive and flexible, its analysis with traditional mathematical
tools is difficult. The only known theoretical results to this day involve a probabilistic version of the tabu search algorithm close to the simulated annealing method. Faigle and Kern [FAI 92] have shown that it is possible to modify the objective function and the generation probability of neighbor solutions in order to ensure global convergence of the search process. Such a result is unfortunately not very useful in practice because the probability of convergence to an optimal solution only happens after an infinite time period. In addition, the tabu search method doesn’t need to converge toward an optimal solution to be effective. The goal is to visit at least one optimal solution or a good quality solution during the search.

Despite the fact that no substantial theoretical result was established, the tabu search algorithm has been arousing increased interest since its discovery twenty years ago. Impressive results were obtained for numerous combinatorial optimization problems. Several examples of tabu search applications are proposed in [GLO 93a]. A detailed example of a tabu search application is the subject of section 3.5: job shop scheduling with tooling constraints. For the conclusion of this section, we should note that Glass and Potts have achieved an interesting comparison of different local search methods for the single flow shop problem [GLA 96], while the same kind of analysis was performed by Galinier and Hertz for the graph coloring problem [GAL 06].

3.4.3. The evolutionary approach

Life sciences and natural processes have always fascinated engineers. They use structures and mechanisms from reality to develop artificial objects used in various contexts. In the field of combinatorial optimization, natural phenomena complexity has served as a model for increasingly sophisticated algorithms in the last thirty five years. The evolutionary methods presented in this section constitute the basis of a constantly growing field of computer programming.

Contrary to constructive and local search methods involving a single solution (partial or not), evolutionary methods handle a group of solutions at each search process step. The main idea is to regularly use the collective properties of a group of solutions, called population, with the goal of efficiently guiding the search to appropriate solutions in the solution space X. In general, the size $p$ of a population remains constant throughout the process. After the random or constructive method generation of an initial population containing solutions $s_{0,i} \in X (i = 1, ..., p)$, an evolutionary method attempts to improve the average quality of the current population by using natural evolution principles. In our terminology, the cyclic process at the basis of an evolutionary method is made up of the continuous succession of a cooperation phase and an individual adaptation phase. This new formalism applies to most evolutionary methods developed to date.
In the cooperation phase, the solutions in the current population are compared and then combined together in order to produce new and good quality solutions for the long term. The resulting information exchange leads to the creation of new solutions which have the predominant characteristics contained in current population solutions. In the individual adaptation phase, the solutions evolve independently respecting a series of predefined rules. Modifications experienced by each one are performed without interaction with other solutions in the population. A new population of solutions is created at the end of each individual adaptation phase.

The search mechanism at the basis of an evolutionary method is briefly represented in Figure 3.5. The goal is to locate the best possible solutions by manipulating at each step a set of solutions located in different promising regions of the solution space $X$.

In what follows, we say that an evolutionary method prematurely converges or goes through a diversity crisis when the current population contains a high percentage of identical solutions. Different mechanisms can be incorporated to avoid this drawback. The simplest way to prevent premature convergence risks is to introduce a measure $E \in [0, 1]$ based on the notion of entropy [FLE 94, GRE 87] in order to evaluate the degree of diversity within a population of solutions. A value $E = 0$ indicates that the population is made up of identical individuals whereas a value closer to 1 suggests a large diversity in the population. When entropy $E$ is judged to be too low at a given step, the idea is to take measures to reintroduce sufficient diversity the current population.

3.4.3.1. Genetic algorithms

Genetic algorithms are evolutionary methods greatly influenced by biological mechanisms linked to the principles of natural evolution and selection. Initially
developed by Holland et al. [HOL 75] to respond to specific needs in biology, genetic algorithms have quickly been adapted to a large variety of contexts. In a simple genetic algorithm [GOL 87], the search is handled by three operators applied consecutively. The cooperation phase is managed by a reproduction operator and a crossover operator whereas the individual adaptation phase uses a mutation operator. It is important to note that concepts at the basis of genetic algorithms are extremely simple. In fact, they only involve randomly generated numbers and a set of generic probabilistic rules which do not necessarily consider all characteristics of the problem discussed. Chapter 4 focuses on genetic algorithms.

3.4.3.2. Scatter search method

The scatter search method [GLO 94, GLO 95] simulates an evolution which is not in direct relation with genetics. No restriction is made in how to code solutions. The cooperation phase does not refer to a reproduction operator, and the combination of solutions is more generic than with a genetic algorithm. The combination operator generates new individuals by considering groups of solutions with possibly more than two elements. The role of the individual adaptation phase is to repair individuals produced by the combination operator if they do not satisfy all constraints of the considered problem; during the individual adaptation phase, each individual is also possibly improved by means of an improvement operator. This type of mechanism can be implemented in the form of a local search method involving an auxiliary function penalizing individuals that do not satisfy all constraints of the considered problem. The few variations of scatter search proposed in literature were all perceived to be a generalization of a genetic algorithm [RAD 94]. Scatter search was originally developed by Glover [GLO 77] for the solution of integer programming problems. The idea is to continuously operate linear combinations over a set of solutions coded as vectors with integer components. An auxiliary procedure is applied at each step to repair individuals if the linear combination has produced non integer components in vectors. This repairing process can be done by using systematic rounding or even better, a local search method meant to find an integer solution that is the “closest” to the considered non integer vector. Among successful applications of the scatter search method, we should mention the adaptations made for quadratic assignment problems [CUN 97], neural network training [KEL 96] or unconstrained continuous optimization [FLE 96a].

3.4.3.3. The ant algorithm

Collective performance [THE 94] of social insects such as ants, bees, wasps or termites, have intrigued entomologists for a very long time. The main question involves mechanisms enabling individuals of a single colony to manage their activities and to favor survival of the species. Everything is done as if an invisible agent is coordinating activities of all individuals from the center of the colony. Studies have shown that this global behavior was the result of a multitude of
particularly simple local interactions. The nature of these interactions, information processing mechanisms and the difference between solitary and social behaviors have long remained a mystery. During the accomplishment of a specific task by an insect colony, it was observed that task coordination did not depend directly on workers but on the state of the task’s progress. The worker does not manage its job; it is guided by it. Any working insect modifies the form of stimulation generating its behavior and causes the creation of a new stimulation that will trigger other reactions from it or a coworker.

To illustrate the appearance of collective structures in a society of insects, we must mention the example of an ant colony searching for a food source. Initially, ants leave their nest and move randomly. When an ant happens to discover a food source, it informs its coworkers of its discovery by setting off a temporary mark on the ground upon its return to the nest. This mark is nothing more than a chemical substance called a pheromone, which will guide the other ants toward the same food source. Upon their return, these ants also set off pheromones on the ground and thus reinforce the trail marking leading from the nest to the source of discovered food. Pheromone marking reinforcement in the most used trail optimizes food gathering. In the long run, ants will only use the closest source because the trail leading to remote sources will evaporate and become undetectable. This example shows that the ant colony converges to an optimal solution where each ant only has access to local information and it is unable to resolve the problem on its own in a reasonable amount of time.

In the last few years, engineers have focused on social insect behavior in order to create a new form of “collective problem solution”. The ant algorithm, initially developed by Colomi et al. [COL 91, COL 92, DOR 96], is an evolutionary method where search mechanisms are greatly influenced by the collective behavior of an ant colony. In the cooperation phase, each current population solution is examined in turn in order to update a global memory. Then, the individual adaptation phase involves a constructive method which uses information contained in the global memory to create new solutions. This type of approach repeatedly uses a constructive method by including the accumulated experience from previous method applications. Each constructive method application corresponds to the work accomplished by a single ant. In the previous example, the global memory appears in the traces of pheromone set off by the ants. This search principle easily adapts to the general assignment problem. Concepts presented below generalize the ideas of Colomi et al. [COL 91, COL 92, DOR 96] in the context of the traveling salesman. Consider a set of \( n \) objects to which a resource \( j \in \{1, ..., m\} \) has to be assigned. This assignment must meet a series of given constraints and be as inexpensive as possible. Two decisions are made at each step of a constructive method. The first one involves the choice of one of the \( n \) objects and the second defines the resource assigned to it. In a traditional constructive method, these decisions are made in a
manner that will complete the current solution in the best way possible. In other words, they are based on an object and a resource with the maximum appeal for the current step. The ant algorithm uses a complementary notion to an object or resource appeal. Partial solutions are completed in a probabilistic manner by relying on past experience. The term trace will then be used to represent an element of information which is known based on experiments carried out in the completion of previous solutions. At each step \( k \) of the development process, an ant chooses an object \( i \), not yet assigned, with probability \( p_{\text{obj}}(k, i) \) and a resource \( j \) that is feasible for object \( i \), with probability \( p_{\text{res}}(k, i, j) \). Each of these probabilities involves two numbers \( \tau(s[k-1],.) \) and \( \eta(s[k-1],.) \) which measure the trace and appeal respectively for an object or resource, given a partial solution \( s[k-1] \) in which objects \( o(1), ..., o(k-1) \) have already been assigned to resources \( x_o(1), ..., x_o(k-1) \):

\[
P_{\text{obj}}(k, i) = \frac{\tau_1(s[k-1], i) \cdot \eta_1(s[k-1], i)}{\sum_{q \notin \{o(1), o(2), ..., o(k-1)\}} \tau_1(s[k-1], q) \cdot \eta_1(s[k-1], q)}
\]

\[
P_{\text{res}}(k, i, j) = \frac{\tau_2(s[k-1], i, j) \cdot \eta_2(s[k-1], i, j)}{\sum_{r \text{ is admissible for } i} \tau_2(s[k-1], i, r) \cdot \eta_2(s[k-1], i, r)}
\]

Algorithm 3.6 presents an ant algorithm for the solution of general assignment problems. The number of ants is \( n \). During the first cycle all traces are set to 1 because the ants do not know the problem to solve. At the end of a cycle, traces \( \tau_1 \) and \( \tau_2 \) are updates in relation to the characteristics of a solution produced by each ant. Generally, only one of the two decisions is made in a probabilistic way at each step of the constructive method. In most applications solved with the help of the ant algorithm, choosing the next object is done either naturally, or based on a deterministic rule not involving the concept of trace.

A simplified version of the ant algorithm was proposed by Colorni et al. [COL 94] for the job shop scheduling problem. They construct a graph \( G_{\text{jobshop}} \) based on the method of Roy and Sussmann [ROY 64]: each operation to be performed on the machines is a vertex of \( G_{\text{jobshop}} \); an artificial vertex (corresponding to the start of the schedule) is added to \( G_{\text{jobshop}} \), and linked by an arc to each job’s first operation; for each job, two consecutive operations in the process plan are linked by an arc; two operations which can be executed on a single machine are connected by an edge (i.e., a non oriented arc). Then for each ant, they apply the procedure described in Algorithm 3.7.
At the end of this procedure, the ant has visited all vertices of the graph (i.e., all job operations) according to the order in which set B was constructed. This sequence makes it possible to define a direction on all edges of the graph, thus defining an ordering of the operations on each machine. Colorni et al. then apply the longest route with minimal length algorithm to find the date at which the last job ends [ROY 64]. In addition to its applications to the traveling salesman and the plant problem, the ant algorithm was also adapted to graph coloring [COS 97] and quadratic assignment [MAN 99], among others. More details on ant colony algorithms can be found in [DOR 04].

Algorithm 3.6. An ant algorithm for a general assignment problem

Progression of an ant

Construct the graph \( G_{jobshop} \) where \( \alpha \) represents the artificial vertex:

for every vertex \( x \) in \( G_{jobshop} \) set \( A(x) \) equal to the set \( \{ t \mid \text{there is an arc from } x \text{ to } t \text{ or an edge between } x \text{ and } t \} \);

set \( A \leftarrow A(\alpha) \) and \( B \leftarrow \emptyset \);

set \( C \) equal to the vertex set of \( G_{jobshop} \);

Iterative process

while \( C \neq \emptyset \) do

choose a vertex \( t \in A \) according to a probability of transition;

set \( A \leftarrow A \cup A(t) \setminus \{ t \} \), \( C \leftarrow C \setminus \{ t \} \) and \( B \leftarrow B \cup \{ t \} \);

\[ \text{Algorithm 3.7. Progression of an ant} \]
3.4.4. The hybrid approach

Evolutionary methods, and particularly genetic algorithms have largely been studied since their very first discoveries early in the 1970s [HOL 75]. The many adaptations proposed in literature fulfill the main weaknesses of traditional evolutionary methods where global performance is often far lower than that of a local search method such as tabu search or simulated annealing. In a more specific context, it is now understood that a simple genetic algorithm cannot provide good results when the set of solutions must satisfy many constraints. Grefenstette [GRE 87] has shown that it is possible to take advantage of the characteristics of the problem studied when defining all operators in a genetic algorithm.

Most of the innovations introduced in the evolutionary method field use concepts no longer related to natural evolution principles. Very interesting results were recently obtained by inserting a local search method into the individual adaptation phase of an evolutionary method. In what follows, we will refer to this new combined search method in terms of hybrid algorithm. The strength of a hybrid algorithm resides in the combination of these two fundamentally different search principles. The role of the local search method is to explore in depth a given region of the set $X$ of solutions whereas the evolutionary method introduces general conduct rules in order to guide the search through $X$. In this sense, the combination operator has a long term beneficial diversifying effect. To our knowledge, works by Glover [GLO 77], Grefenstette [GRE 87] and Mühlenbein et al. [MÜH 88] are the originators of hybrid algorithms. Each one has introduced a simple descent method (see Algorithm 3.2) to increase the performance of an existing evolutionary method. Glover used a scatter search method and Grefenstette and Mühlenbein et al. have used a genetic algorithm to solve integer programming and traveling salesman problems respectively. Simulated Annealing and tabu search are improvements of the simple descent method. It is thus normal to use them within an evolutionary method to further increase its performance. Combination possibilities are numerous at this level [CAL 99, COS 95a, COS 95b, FAL 96, FLE 94, FLE 96b, MOS 93, REE 96].

In his thesis, Costa proposes two hybrid algorithms based on the two combination schemes described in Figure 3.6 [COS 95c]. The resulting algorithm is called evolutionary tabu search or evolutionary descent algorithm depending on the local search method used. In the first case, the local search method plays the role of mutation operator whereas in the second case it replaces the reproduction operator. This operator has been deleted to decrease premature convergence risks which are often high in a hybrid algorithm where the local search method is deterministic.
The evolutionary tabu search has been applied to sports scheduling problems. Costa has shown that the performance of the algorithm is significantly better than the tabu search executed separately during a comparable time period. This type of behavior is the result of the complementarity which exists between tabu search and genetic algorithms. To be really efficient, tabu search requires important modeling and parameter tuning efforts. Conversely, even though genetic algorithms are less efficient, they have the advantage of being robust and based on extremely simple rules. In addition, Costa presents an adaptation of the evolutionary descent algorithm to solve graph coloring problems [COS 95b]. The performance of the algorithm is much better than the genetic algorithm and the descent method used in it. Results obtained from a hybrid algorithm are usually very high in quality. Unfortunately, necessary computing times to reach a given quality solution can become prohibitive. After a comparison of several approaches in the solution of a range of quadratic assignment problems, Taillard [TAI 95] concludes that hybrid algorithms are among the most powerful but also the most time expensive. Choosing the right method largely depends on available time for the solution of a specific problem. Nowadays research focuses on parallelizing hybrid algorithms in order to reduce computing time and solve larger problems.

3.5. An application example: job shop scheduling with tooling constraints

Production systems are constantly evolving, especially in the engineering industry. Rigid transfer lines are currently being replaced by cells or flexible workshops. These systems are made up of numerical control machines and can simultaneously produce different types of products. This versatility is essential in the
current manufacturing context. In fact, it is important to be able to produce different types of products quickly in order to satisfy client demand. This means that set up times between two types of products must be very short. To reach this goal, optimal management of tool switches is necessary. Because of this, one basic hypothesis of the scheduling problem in a workshop has become obsolete [BAK 74]: \textit{set up times for operations are independent of the sequence and are included in processing times}.

The scheduling problem in a workshop considering tooling constraints is described in more detail below. The main elements are a series of machines and a collection of types of products to be produced on these machines. A process plan is associated with each product type and consists of a sequence of operations; each operation is characterized by a type of machine on which it must be performed, its processing time and the tools needed for each machine. The main hypotheses are as follows [BAK 74, WID 91a]:

– $m$ different machines are continuously available (no breakdown and no maintenance operation are considered);
– a set of $n$ type products is available for processing at time zero (each product type requires $m$ operations and each operation is processed on a different machine);
– each machine has a tool magazine with a limited capacity;
– a machine can process only one product at a time;
– a product can only be produced by one machine at a time;
– individual operations are non-preemptive;
– each individual operation requires a number of tools, which never exceeds the capacity of the tool magazine;
– process plans are known in advance.

The goal is to find a sequence of operations for each machine to minimize the makespan which is defined as the maximum of the completion times of all operations.

This problem, \textit{if tooling constraints are not taken into consideration}, is the well known job shop scheduling problem. It is NP-complete, as demonstrated by Lawler, \textit{et al.} [LAW 89]. A reader interested in a good summary of methods implemented to solve the job shop scheduling problem without tooling constraints should refer to work from Blazewicz, Domschke and Pesch [BLA 96].

Returning now to our problem with tooling constraints, because of the limited capacity of the tool magazines on the machines, tool switches are unavoidable and
further complicate the problem of finding an optimal job shop scheduling [BLA 94]. When a tool switch happens, the machine’s tool magazine is emptied of its tools, either partially or completely, and replenished with tools necessary for the production of the next products in the planned sequence. The time required for this change is usually significant. To illustrate this, we will use the following example: we assume that products A, B and C must be manufactured (in that order) on a machine with a tool magazine having a capacity of 10. These products require respectively 4, 5 and 3 tools different from one another. A tool switch must therefore happen after the manufacturing of products A and B.

In certain cases, different types of products may require common tools. These tools should not be duplicated in the tool store, thus free space may be preserved. In our example, if A and B use 2 of common tools, it is possible to include tools required for the production of the three products in the store without exceeding its capacity ($4 + 5 - 2 + 3 = 10$). In these conditions, it is not necessary to execute a tool switch.

Before moving on to the resolution of the job shop scheduling problem with tooling constraints with a tabu search, we will discuss a traditional case model in order to draw some lessons from it.

3.5.1. Traditional job shop modeling

For clarity purposes, from now on, the traditional job shop scheduling problem will be noted as JP, while JPT will be the job shop scheduling problem with tooling constraints.

Let $O = \{1, \ldots, n\}$ denote the total set of operations which are to be performed. For each operation $i \in O$ we denote:

- $P_i$ the product to which $i$ belongs;
- $M_i$ the machine on which $i$ is processed;
- $p_i$ the processing time of $i$;
- $PP(i)$ the operation preceding $i$ in the process plan of $P_i$;
- $FP(i)$ the operation following $i$ in the process plan of $P_i$.

A job shop scheduling problem can be represented as a graph theoretical problem [ROY 64]. For a given instance of JP, the following graph $G = (X, U, D)$ can be associated with it:
The set $X$ of solutions is defined as the set of feasible orientations. Given a solution $s$ in $X$, a neighbor solution $s' \in N(s)$ is obtained by permuting two consecutive critical operations using the same machine. When two consecutive critical operations $i$ and $j$ are permuted, operation $j$ is introduced in the tabu list $T$: it is forbidden to permute $j$ with the next operation on machine $M_j$ during $|T|$ iterations. The neighborhood structure $N(s)$ used by Taillard has the following properties, demonstrated by van Laarhoven et al. [VAN 92]:

- if $s$ is a feasible orientation, then all elements in $N(s)$ are also feasible orientations;
- let $G$ be the state space graph induced by $X$ and $N(s)$ (see section 3.4.2): for each solution $s \in X$, there is at least one path in $G$ linking $s$ to an optimal solution $s^*$. 

A second tabu search adaptation to the JP was proposed by Dell’Amico and Trubian [DEL 93]. Their method seems to dominate Taillard’s approach. The main difference is the definition of neighborhood $N(s)$: for each operation $i$ in a block, they consider as neighbors of $s$ those solutions that can be generated by moving $i$ to the first or last position of the block to which it belongs, if the corresponding
ordering is feasible. If that is not the case, operation \(i\) is moved to the position inside the block closest to the first or last position so that feasibility is preserved. Dell’Amico and Trubian have proven that this type of neighborhood leads to a state space graph \(G\) in which it is possible to reach an optimal solution starting from any initial solution [DEL 93].

Nowicki and Smutnicki [NOW 96] have developed a third adaptation of tabu search to the JP which is based, once again, on a different definition of the neighborhood \(N(s)\). These three adaptations of tabu search to the JP unfortunately do not consider tooling constraints.

### 3.5.2. Comparing both types of problems

As mentioned in the introduction, the time required to switch tools on a machine is significant. The moment where the contents of a tool magazine is modified will be called a switching instant. It lasts \(\alpha + \beta r\) time units, where \(\alpha\) is a fixed time due to the removal of the tool magazine from the machine, \(\beta\) is a fixed time for each tool replacement and \(r\) is the total number of tools to be replaced by other tools. In addition, a complete set of tools is attached to each machine (in this way, two machines can use identical tools simultaneously).

With these basic hypotheses, a comparative analysis of JP and JPT problems was conducted to determine how ingredients used in solution methods for the JP can also be used for the JPT. The following observations were made [HER 95, HER 96]:

– an optimal ordering of the operations on the machines for the JP does not necessarily correspond to an optimal ordering for the JPT;

– given an ordering of the operations, minimizing the makespan is not necessarily achieved by minimizing the number of switching instants;

– given an ordering of the operations, a schedule of minimum time for the JP can easily be obtained by searching for a longest path in a graph; this problem can be solved in polynomial time (see for example the Bellman algorithm adaptation described in [TAI 94] or the \(O(n)\) algorithm developed by Adams et al. [ADA 88]). For the JPT problem, the complexity of this problem is still open. In other words, given an ordering of the operations on the machines, we do not know how to take into account tooling constraints for minimizing the makespan;

– assuming that the number of switching instants is given for each machine, it is not always optimal to plan the switching instants to the earliest or latest;

– if we know the sequence of operations on each machine as well as the contents of the tool magazine, then a minimum time scheduling can be found by solving a
longest path problem: in this case, switching instants are considered as additional operations whose duration is known and the graph is constructed in the same way as for the JP.

As mentioned above, when solving the JP, neighborhood structures from Taillard and from Dell'Amico and Trubian generate a state space graph $G$ in which it is possible to reach an optimal solution from any initial solution. This is unfortunately not the case with the JPT. In fact, by using these neighborhood structures, it is possible to “cycle” between a set of solutions while the optimal solution may be elsewhere (the state space graph $G$ contains several connected components) [HER 96].

3.5.3. Tool switching

As previously mentioned, despite knowing operation sequences on machines, it is still difficult to determine the best way to take tooling constraints into consideration. A possibility is to use the heuristic method proposed in [HER 96]. It contains three phases which are summarized below.

In the first phase, all machines are treated independently. We want to evaluate the number of switching instants. We determine a set of operations which immediately precede a switching instant. The INSTANT algorithm considers the ordered set $\{o_1, ..., o_r\}$ of operations on a machine $k$ ($1 \leq k \leq m$) and sequentially schedules the switching instants only when forced to. Hence, if a switching instant precedes an operation $o_i$ ($1 < i \leq r$), this means that the set of tools required to complete $o_i$ on $k$ cannot be added to the tool magazine without exceeding its capacity. The number of switching instants determined by this algorithm is minimal. In the following, we will only consider schedules having that number of switching instants.

In the second heuristic phase, we want to determine the contents of the tool magazines. As in the first phase, all machines are treated independently. Since tool replacements can only occur during the switching instants, all operations between two consecutive switching instants can be considered as a unique operation requiring a known set of tools to be processed. Thus, given an ordered set of operations which must be performed on a machine $k$ ($1 \leq k \leq m$), we must minimize the total number of tool switches. It was proven by Tang and Denardo [TAN 88] that given an ordered set of operations which must be performed on a unique machine, minimizing the total number of tool switches is a problem that can be solved in an exact way and in a reasonable amount of time. The REPLACEMENT algorithm uses the KTNS (keep tool needed soonest) policy proposed by Tang and Denardo [TAN 88]. This replacement policy has the following properties:
– at any given instant, no tool is introduced unless it is required for the next operation;

– if a tool must be inserted, the tools remaining (not taken out) are those needed the soonest.

Once the tool switching problem is solved on each machine, a solution to the JPT can be obtained by solving a longest path problem. In fact, all switching instants can be considered as additional operations with known duration, and a graph can then be constructed in the same way as for the JP. The two first heuristic phases consider the machines independently. In the third phase, we treat all the machines simultaneously. We try to improve a solution by scheduling a switching moment on a machine when no product is ready to be processed on it. An algorithm, which we call IMPROVE, is proposed in [HER 96] to improve the schedule of the switching instants.

3.5.4. TOMATO algorithm

We can now describe a tabu search algorithm for the job shop scheduling problem with tooling constraints.

Let \( s' \) be a neighbor solution of \( s \) obtained by moving an operation on a machine \( k \). To evaluate \( s' \), we first determine the operations on \( k \) which immediately precede a switching instant with the help of the INSTANT algorithm. We then apply the REPLACEMENT algorithm on \( k \) and compute the makespan of \( s' \) by solving a longest path problem (see section 2.4.2). Once the decision is made to move from a current solution \( s \) to a neighbor solution \( s' \in N(s) \), we try to improve the schedule of switching instants in \( s' \) by using the IMPROVE algorithm.

The tabu T list is a set of operations not authorized to be moved during a certain number of iterations. When an operation \( i \) is moved before or after an operation \( j \) on a machine \( k \), operation \( i \) is introduced in the tabu list \( T \). In addition, if \( j \) is an immediate predecessor or successor to \( i \), the operation \( j \) is also introduced in the tabu list \( T \); indeed, in that case, \( s \) could be obtained from \( s' \) by moving \( j \) before or after \( i \). The length of the tabu list is randomly chosen at each iteration in the interval \([n,\lfloor 3n/2 \rfloor] \), following a uniform distribution.

The objective function \( f \) is the makespan (the time where the last job is completed). Finally, the iterative process ends when \( nbmax \) iterations are completed without improvement of \( f(s^*) \). An algorithmic form of this tabu search adaptation to the job shop scheduling problem with tooling constraints is presented in Algorithm 3.8. The method was named TOMATO (for TOol MAnagement with Tabu Optimization) in [HER 96].
Initialization

- find an initial solution for the JP;
- let $s$ be the schedule obtained by using the INSTANT and REPLACEMENT heuristics on each machine, and by solving a longest path problem;
- improve $s$ by using the IMPROVE procedure;
- set $nbiter ← 0$, $T ← \emptyset$, $s^* ← s$ and $best_iter ← 0$;

Iterative process

\begin{algorithm}
while ($nbiter - best_iter < nbmax$) do
  
  set $nbiter ← nbiter + 1$;
  
  evaluate each solution $s'$ of $N(s)$ by using the INSTANT and REPLACEMENT procedures for the machine on which an operation is moved, and by solving a longest path problem;
  
  choose the best solution $s'$ of $N(s)$ so that $f(s') < f(s^*)$ or $s'$ is not tabu;
  
  improve $s'$ by using the IMPROVE procedure;
  
  update the list $T$ of tabu movements;
  
  set $s ← s'$;

  if $f(s) < f(s^*)$ then set $s^* ← s$ and $best_iter ← nbiter$
\end{algorithm}

Algorithm 3.8. The TOMATO algorithm

TOMATO should only be applied to job shop scheduling problems in which the tool magazines are of relatively limited capacity, which is the case with small to medium sized companies. When the capacity of the tool magazines increases and becomes far greater than the average number of tools necessary for the execution of an operation, the problem generally becomes similar to the job shop scheduling problem without tooling constraints. In this case, a solution can be obtained with the method proposed by Dell’Amico and Trubian, and (the few) switching instants can then be planned by using the INSTANT, REPLACEMENT and IMPROVE algorithms. TOMATO is a flexible method that can be used by the production manager who wants either a quick but not precise estimation of the makespan or an accurate solution. The desired trade-off between computational time and solution quality can be established by adjusting the parameter $nbmax$. TOMATO can be used as a descent method by setting $nbmax = 0$. It was observed in [HER 96] that TOMATO provides in less than 1 second solutions whose value are approximately only 5% above the best known solution values.
3.6. Conclusion

Upon reaching the end of this chapter, a reader inevitably asks the following question: which is the best metaheuristic?

Unfortunately, a direct and specific answer is impossible: even though some similarities are obvious between these different approaches (e.g., the use of neighborhoods), they are different in sensitive areas (simulated annealing uses an energy function, tabu search handles a list of prohibited movements, genetic algorithms have crossover operators, etc.). Comparisons are difficult to make for two reasons: on the one hand, such a comparison requires a fine tuning of all parameters of all methods, and on the other hand, the quality of the solutions produced by a metaheuristic depends on the available computing time. However, regardless of the metaheuristic used, it is now a fact that all these algorithms are the only effective solution methods for many large size combinatorial optimization problems. The promising results of hybrid approaches bode well for vital progress in this field.

In conclusion, we mention that the reader wanting to have a deeper understanding of metaheuristics for general combinatorial optimization problems can refer to [REE 95, DRE 03]. Also, successful adaptations of metaheuristics for the solution of real problems are described in [IBA 05].
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