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Abstract: The packet delay variation, commonly called delay jitter, is an important quality of service pa-
rameter in IP networks especially for real-time applications. In this paper, we propose exact and approximate
models to compute the jitter for some non-Poisson FCFS queues with a single flow that are important for
recent IP network. We show that the approximate models are sufficiently accurate for design purposes. We
also show that these models can be computed sufficiently fast to be usable within some iterative procedure,
e.g., for dimensioning a playback buffer or for flow assignment in a network.

Key Words: Jitter, queue, inter-arrival distribution, service time distribution, analytic model.
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1 Introduction

The Internet is now the main medium for a large number of applications and multimedia services. These
applications require a good level of quality of service (QoS) simply to provide an adequate quality of experience
to the customer. This is a challenge for network operators who must provide good transmission while dealing
with fast-changing technology and increasing traffic growth so that computing QoS parameters quickly and
accurately is a very important issue.

Usually, IP network planning and design use standard metrics based on queuing theory like the average
delay and packet loss to optimize the network cost and performance [1, 2]. On the other hand, there is little
work on computing the packet delay variation, also known as jitter, in IP networks. But this measure of QoS
is particularly important for real-time services such as video conferencing, VoIP or video streaming and can
have a greater impact on the user experience than latency and packet loss.

Standard bodies give different definitions of jitter. The IETF uses the mean absolute value of the packet
delay variation [3] while the ITU-T used the variation of delay from some minimum value in the stream [4].
Irrespective of the particular definition used, a basic difficulty is that delay jitter is based on the distribution
of packet delay, also called transit time, something that is often difficult to compute or even simply not
known.

This is not a problem for M/M/1 queues where the transit time distribution is known. This has been
used in a recent study [5] based on the IETF definition where a general definition of jitter is evaluated for an
isolated queue and an approximate model is presented for a network of M/M/1 queues. Because the M/M/1
queue is not a good model for IP traffic, we want to extend these results to other queues.

In this paper, we focus on calculating the jitter, as defined by the IETF, in a single FCFS queue with
a single flow but with non-Poisson processes. We make use of the transit time distribution whenever it is
known or provide approximations when it is not. We also pay attention to the computation times since this
is important for use in iterative procedures, say for optimizing the parameters of a queue or in a network
design algorithm, or for controlling jitter for real-time applications.

In order to have some insight on jitter estimation in IP networks, we present in Section 2 a brief literature
review. The section also justifies our interest in jitter estimation for non Poisson queues. We recall in
Section 3 the general formula to compute jitter in a FCFS queue for a single flow of arbitrary statistics. This
formula has two weak points. First, it depends on the distribution of the transit time, which is not known
except for a limited number of queues. Also, it is in the form of a triple integral, which often requires long
computation times and can suffer from poor convergence in some cases. We then propose in Section 4 an
exact analytic model for the G/M/1 queue where the transit time distribution is known. We show how it
can be evaluated quickly by solving a simple nonlinear equation. We present in Section 5 two important
special cases for low and high load with arbitrary traffic, where the jitter does not depend at all on the
transit time distribution so that we can derive exact formulas. Next, we use the high and low traffic values to
propose approximations for two important classes of queues where the transit time is not known. We show
in Section 6 that a linear approximation is a very accurate model for the M/G/1 queue and we propose in
Section 7 a piece-wise linear approximation for the G/D/1 queue. In these two cases, the accuracy of the
approximations is evaluated by comparing with simulation results. Finally, we present in Section 8 a sample
of the computation requirements for various processes.

2 Related work

There has been much work in the last decades on the estimation of the delay jitter of ATM networks. The
jitter distribution for a periodic traffic was derived in [6] and has been used to shape traffic by dimensioning
a leaky bucket. A complete characterization of the jitter for a constant bit rate traffic is provided by [7, 8].
A similar analysis [9] with periodic background traffic focuses on per-stream jitter. There is also some work
on approximations for jitter in DiffServ networks. This is done for slot-based TDM traffic in [10] and for
periodic arrivals with constant packet length in [11]. Authors in [12] computed the jitter generating function
for a DiffServ queue where the EF traffic is an ON/OFF stream and the BE stream is Poisson.
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This work cannot be used directly since ATM networks are quite different from IP networks. The packets
are small and of constant length, the sources are generally modelled as periodic and the only measure of QoS
is the cell loss probability, which has to be very low, typically less than 107° so that results can be derived
based on the Chernoff bound. This is very different from IP, where packets have different lengths, the arrival
processes are far from periodic and the QoS requirements are based on delay, loss, jitter and bandwidth.

Recently, a simple formula has been proposed [5] for computing the jitter both for a single queue and
multiple queues in tandem for Poisson packet arrivals and exponential holding times. Several approximations
are presented for a single queue for small, large and intermediate arrival rates of a tagged stream.

These models are then used in [13] to evaluate the effect of jitter on network routing. They find the
optimal routing of IP packets subject to jitter constraints and evaluate the impact on network performance
of taking jitter into account. The authors claimed that even though the Poisson model might not be very
accurate in general, it is realistic in some kinds of access networks. Also, the accuracy of the difference
between the two cases, with and without jitter constraints, might be good enough to draw some conclusions.

Still, there is a large body of work [14, 15] showing that packet traffic in local and wide area Internet
networks, and especially traffic from real-time applications, is definitely not Poisson. The study of the Internet
traffic in [14, 16] has shown that it can be modelled by a self-similar process and found that the inter-arrival
distribution is best represented by heavy-tailed distributions. For WLANSs, the study of packet inter-arrival
time [17] has shown it to be more consistent with a Pareto, Weibull or Lognormal distribution. An analysis
for BitTorrent traffic through IPv4 and IPv6 networks is given by [18] and shows that the distribution of
inter-arrival time is Weibull in IPv4 and Gamma in IPv6. There are also many cases where the packet length
distribution is not exponential. The authors of [19] show that packets in IP backbones have a trimodal
distribution with one packet size corresponding to TCP acknowledgment and two Maximum Transmission
Units MTU packet with sizes 572 and 1500 bytes. For all these reasons, we want to extend the previous
results to non Poisson traffic processes.

3 General formula

First we define the notation we will be using later and then provide a general formula for computing the
jitter.

3.1 Notation

Throughout the paper, we denote a random variable by an upper case symbol like X, its mean by m = E[X],
its standard deviation by s; and its variance by v = s?. We write the corresponding pdf as fx (x;p,0,...)
with the appropriate list of parameters. The cdf is written as Fx (z; u,0,...) and the Laplace transform of
fx as Fx(s;u,0,...). We use the simplified form fx(x) whenever the value of the parameters is clear from
the context. We will be using a number of distributions with pdfs denoted as follows:

LogN (x;pr,0r) Log-normal distribution with location uy, and scale o,

Nt(x;p,0) Truncated normal distribution with support [0, co] with location u,, and scale o,
Gm(z;, k,0) Gamma distribution with scale 6 and shape k
P(z; 2, @) Pareto type I distribution with scale x,,, and shape «

More information on these distributions is contained in Appendix A.

3.2 Definition of jitter

In this paper, we adopt the IETF [3] definition of jitter. It is based on the transit delay of successive packets
between two measurement points. For a single queue, these are the entry into the buffer and the exit from
the server.
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First define for packet i

t; arrival time,

R; Inter-arrival time, R; =t; — t;_1

A Average arrival rate A = 1/F [R;]
T departure time,

Wi waiting time,

S service time,

I average service rate u = 1/E [S,]

T; transit time, T; = W, + S;,

n transit rate = 1/F [T}]

The algebraic difference of transit time between two consecutive packets is written as
G=T;1 —T;. (1)
The end-to-end jitter is defined as the expected absolute value of G
J =E|[|Tit1 — Tl . (2)
Note that this is not the mean difference since the two random variables are not independent. We then have
Tiy1r —Ti = Wig1 + Sip1 — (Wi + 55)
J = E[|Tix1 — Ti]
= E[|(Wit1 = Wi) + (Sipa1 — Si)ll - (3)
We now recall the exact formula for jitter from [5]
0 if ry <tiqq,
Wip1 = . ! (4)
Wi+ S — (tiy1 — ti) if vy >t
so that we have
Tiy1 — T = max (Sip1 — T3, Sig1 — Riy1) . (5)

Note that the random variables T;, S;+1 and R;41 are independent and also that their distribution is the
same for all values of i. Define the probability density functions

fr(y)  for the inter-arrival times
fs(z)  for the service times
fr(xz)  for the transit times.

Based on (5), we can then express J in terms of these three distributions

J=E[ Tit1 — Ty

~ [ saty {/ fs(z [/ 12— alfn( >dw+|z—y|/ frla dx]dz}dy (6)

There are two difficulties with using (6). A fundamental problem is that in many cases, we don’t even know
the form of fr so that it is simply not possible to use the formula directly. Even in cases where fr is known,
or can be approximated, it is always time consuming to compute a triple integral numerically so that we want
something simpler when speed is important. For these reasons, the focus of the paper is to find simple and
fast jitter models derived from (6) when fr(x) is known and techniques to compute good approximations
when it is not, at least for some important kinds of queues.

4 The G/M/1 queue: Exact value

The simplest case where we can get an exact value for the jitter is that of the G/M/1 queue with an
exponential service time with parameter p. Here we use the fact that [20] the transit time 7' has an
exponential distribution
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fr(z) =ne™ "™ (7)
n=pul—7) (8)
where 7 is the transit rate. 7 is the probability of waiting and is given given by the unique root in the interval

(0,1) of
7= Fr(p — pr) (9)

where Fg(s) is the Laplace transform of the inter-arrival distribution R(y). Based on this, we can in principle
compute the jitter using (6). Still, a direct computation of the triple integral will most likely require large
computation times so that we now derive some simplified formulas and show that the running time is quite
suitable for use in some iterative algorithm.

4.1 Simplified model

We use the fact that both the service and transit times are exponential to simplify (6) since, the last two
integrals can be computed explicitly. We get an expression for the jitter that depends only on the form of R

= [ sutwas{ [ eras | [M1s = altre o+ 15 / e |

_ /oo fR(y)dy{QfT(y)fS(y) ) ) 2 }

nu(n + ) n? i (n+p)
L ()
N éZ(:fu (n+p) / Taly)e™rndy - 717 /O” fal)e "y

g(c) / frly)e”dy (11)

where 7 is the transit rate given by (8). We can compute (11) exactly when R is a mixture of polynomials
and exponentials.

4.2 Jitter vs load for some distributions

In this subsection, we plot the jitter as a function of load for some important inter arrival time distributions.
All the results are presented in units of service time. The load p = A/ is given on the horizontal axis and
the jitter, measured in multiples of the service time, is plotted on the vertical axis.

4.2.1 Exponential inter-arrival
We can get an exact formula [5] when the service time is exponential. In that case, Eq. (6) becomes the
integral of an exponential and we can easily compute the exact value and get after some algebra
1
=E[ T -T; ] = o (12)

For the M/M/1 queue, the jitter is the average service time over the whole range of traffic.

4.2.2 Deterministic inter-arrival

We now consider a deterministic arrival process. This is useful to model some codecs that emit packets or
frames at fixed intervals. In this case, the inter-arrival time is equal to a constant m = 1/ and its probability
density function is

fr(y) =6(y—m) (13)
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which gives

Replacing in (10), we get the

jitter

2 2
Jp= AE) 2 mrwa L
nun+up)  (n+p) n

The plot of the jitter as a function of the load is shown in Figure 1.

Jitter

0.75

T T T T T T T T T T T T T

1 . . . 1

4.2.3 Gamma inter-arrival

0 0.2 0.4 0.6 0.8 1

Traffic Load

Figure 1: Jitter for a D/M/1 queue

We can get an exact value of (11) when the arrival process follows a gamma distribution Gm(k, ). (See
Appendix A.1 for details.) Replacing (59) in (11), we get

1
) = T

(15)

from which we can get the value of the jitter from (10). We present in Figure 2 the values of jitter computed
for two values of the standard deviation s; = 0.5 and 3. This shows that the variance of the process can have
a significant effect of the jitter, as one would expect.

1.5

1.4

Jitter

0.9

0.8
0

T T T T T T T T T T T T T

| —e— S=0.5
—&— =3

L L L L L L
0.2 0.4
Traffic Load

Figure 2: Jitter for a Gm/M/1 Queue

e 9
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4.2.4 Pareto type | inter-arrival

There is a large body of work [21, 14] showing that the packet inter-arrival time in wide area or local networks
is modeled by heavy-tailed distributions. One good model is the Pareto type I P(z,,, «) with scale z,, and
shape o (Appendix A.2). Equation (11) can then be written as

9(c) = aEaqi1(czm) (16)
which we can replace in (10) to get the jitter. Here, E, (x) is the exponential integral

En(z) = /1 T (17)

We present in Figure 3 the value of the jitter as a function of load for the standard deviation s; = 0.25.

I L S B ]
095 .
09F .
B [ ]
= ]
0.85[ b
0.8 .

0.75 .
0 0.2 0.4 0.6 0.8 1

Traffic Load

Figure 3: Jitter for a Pareto inter-arrival process

5 The G/G/1 queue: Exact limit values

There is another case where we can get exact results: For high and low traffic limits, the jitter does not
depend on T'. These results are interesting in their own right since they are valid for G/G/1 queues with a
single flow so that we can use them to get insight on some important proprieties of jitter. Because they are
relatively simple, it is possible to get either analytic formulas or some fast numerical evaluation. Also, as we
discuss in Sections 6 and 7, these limits will be used to build some approximations when fr is not known.

5.1 Small arrival rate

Suppose that the packet average arrival rate A is so low that packets arriving to the queue almost always find
an empty queue. We then have W; ~ 0 in (3) and in that case,

A—=0
We then get the general result

Proposition 1 For a G/G/1 queue, in the low-traffic limit, the jitter depends only on the service time dis-
tribution and is given by the expectation of the absolute value of the difference, or mean difference, of the
service times of two consecutive packets.

Note that for some queues, like batch arrivals, the condition A — 0 would apply to the arrival of batches.
We cannot conclude that W; & 0 and the result does not apply in these cases. Also, we see that at low load,
jitter need not go to zero, which is very different from the behavior of delay which does go to zero at low
load.
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5.2 Large arrival rate

We can also get an approximation for high load when A — p. In this case, we assume that when packet ¢
arrives to the queue, packet ¢ — 1 has not yet started service. Let 7; be the instant just before packet ¢ arrives
to the queue and W;(7;) the amount of time packet ¢ will have to wait, also called the workload, at time ;.
We have

T, = Wl(Tl) + 5. (19)

Next, consider the queue just before packet ¢ — 1 arrives. The workload at that time is W;_1(7;—1). During
the interval R; = t; — t;_1, the workload will increase by S;_; since packet ¢« — 1 has joined the queue, and
will decrease by R; since the server is busy during the whole interval from 7;,_1 to 7;. The workload just
before packet i arrives is then given by

Wi(ri) = Wiz1(ri—1) = Ri + Si—1. (20)
Replacing (20) in (19), we get

T, =Wi1(ric1) —Ri + Sic1 + S;

=Ti1—Ri+5; (21)
from which we get
lim J = E[|S; — Ri]] . (22)
A— 1

We then have the proposition

Proposition 2 For a G/G/1 queue, in the high traffic limit, the jitter is given by the expectation of the
absolute value of the difference between the service and inter-arrival times of a packet.

This is another important insight that shows how jitter remains finite at high load. This behavior is also
very different from that of delay which becomes infinite at p ~ 1.

6 The M/G/1 queue: Linear approximation

It is known [19] that the distribution of packet sizes in the Internet is generally not exponential so that we
now present some models for these cases. We focus on M/G/1 queues where the service time follows a general
distribution. It is well known that network traffic in the core does not generally have Poisson arrivals. Still,
we have done measurements in the access portion of the network of a large ISP showing that the traffic arrival
process behaves as Poisson after only a few levels of aggregation of connections. This is why we feel that it
is important to examine the M/G/1 queue.

In principle, we could use (6) since we know [20] that the Laplace transform of the sojourn time distribution
in a M/G/1 queue is given by
s(1—p)
(s = A) 4+ AFs(s)

In order to use this, we need first to compute Fg(s) either analytically, if possible, or numerically. This would
produce a set of values for a suitable range of s. Next, we need to invert the Laplace transform numerically
to get Fr(t), again producing a set of values for a suitable range of ¢, something that may not be all that
easy to do since the numerical calculation of the inverse Laplace transform is notoriously difficult. We can
then perform the integration over fr in (6) which leaves us with a double integral in z and x.

Fr(s) = Fs(s) (23)

This computation will most likely be time-consuming and instead, we propose a method based on linear
interpolation using the fact that it is relatively easy to compute the asymptotic values (18) and (22). This is
equivalent to the following proposition

Assumption 1 In an M/G/1 queue, the jitter is approximately linear as a function of the traffic load p.
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Under this assumption, all we need is the values for J at p = 0 and p = 1 for which we can use the results
of Section 5. We present results for the M/D/1, M/Gm/1 and M/Nt/1 queues in Figures 4, 5 and 6 where
we check the accuracy of the linear assumption by comparing the calculated values, labeled Line, with the
simulated values, labeled sim. The 95% confidence interval for the simulated values is smaller than the plot
marker and does not show up on the graph. In all three cases, as well as for other distributions not shown
here, we find that the agreement is excellent over the whole range of traffic.

To summarize, we see that for an M/G/1 queue, the linear approximation is very accurate for many
different forms of the service time distribution. More importantly, this model is based on simple formulas
for the two end points from Section 5 that can sometimes be calculated analytically or, when this is not
possible, can be evaluated numerically. In both cases, the approximation will be very helpful for any iterative
procedure that needs to compute the jitter as a function of the load.

7 The G/D/1 queue: Piece-wise linear approximation

We now examine queues with a constant service time since, as we mentioned in Section 2, a significant amount
of traffic is made up of packets of constant length [19] so that

fs(s) =d(s—9).

Our first attempts were based on extending the techniques of the previous sections. First, we confirmed that
using an exponential sojourn time fr(z) in (6) is not very accurate. The linear model that was such a good
fit for the M/G/1 queue also turned out to be very inaccurate.

We then ran a number of simulations whose results are presented in Figures 7 and 8 and observed that
the jitter is zero not only at very low load but for a significant range of low traffic values, sometimes as high
as 0.5. After this point, we also saw that the jitter increases more or less linearly with load.

7.1 Two-segment approximation

This suggests an approximation based on two linear segments, one with zero slope and the other increasing
linearly. We need to be able to compute three points Py, P; and P, either analytically or numerically. We
can use propositions (1) and (2) to compute the jitter for the two end points

PO - (07']0)
Py =(1,J2)

where Jy and J; are given by equations (18) and (22). Note that for the G/D/1 queue, Jy = 0.

The intermediate point p; can be estimated based on the following argument. In the low-traffic limit,
packets don’t wait so that their transit time is simply the service time. This will happen as long as the
interval between arrivals is significantly larger than the service time S. More precisely, we consider that
J =~ 0 as long as

Pr[R; < S| <e (24)
for some small €, typically 1072 and where R; is the inter-arrival time of packet i. The point p; is defined by
solving (24) as an equality. Let Fr be the cdf of R. The condition (24) can be written as

Fr(S;m,ss,...) =c¢ (25)
which we can solve for m and we get p; = 1/(mp). From this, we can make a two-segment interpolation

0 if p €0, pi]
Jp)=1q
L—p1

(26)

lp—p1] ifp € [p1,1].



Les Cahiers du GERAD

G-2014-92

0.8

0.6

0.4

Jitter

0.2

()
£ 08 —— Line5.=0.75 | |
L —— Line S;=1 1
F —&— Line 5,=1.25 1
0.6 -%- Sim $,=0.75 | ]
I —4—- Sim S;=1 1
| —— Sim 5;=1.25 i
0.4 — ‘ : —
0 0.2 0.4 0.6 0.8 1
Traffic Load
Figure 5: Jitter for a M/Gm/1 Queue
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Figure 6: Jitter for M/Nt/1 Queue
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7.2 Three-segment approximation

Although the interpolation (26) is continuous in [0, 1], its derivative is not continuous at p = p;. This will
be a problem if we want to use the formula within any algorithm that requires continuous derivatives wrt .

We now modify the technique of Section 7.1 to get a continuous and differentiable function. First we
choose a small § > 0, typically 0.1, and define two points close to p;

pt=pi(1+9)
p~ =p1(l=9)
with the corresponding jitter values
J(p™)="Jo
Jo
J +) — + _
W) =15 (" = p1]

where J(pT) is the value of J at p = pT on the linear segment from (26).

The three segments are defined as follows. In the interval [0, p~], we take J = Jy = 0. In the interval
[pT,1], J is given by the linear approximation in the second part of (26). In the segment [p~, p*], J is
modelled by a third degree polynomial

P(p) = ap® + bp* + cp* +d. (27)

We choose the coefficients so that both the function and its derivative are continuous on the whole interval

P(p™) =0 (28)
Plp) =0 (29)
P(rY) = 125 [0 = o] (30)
Pl = T2 (1)

Conditions (28) and (30) guarantee the continuity at p~ and p* and the two others ensure the differentiability.
To summarize, thed following 3-segments model is

0 if pe0,p]
J(p) = { Plp) if p€lp™,p"] (32)

J. .
. 2 [pt—p] ifpelpt,1].
— p1

We check the accuracy of the model by comparing the values from (32) with simulation results for some
distributions of G.

7.2.1 Gamma inter-arrival

We start with the case where the inter-arrival time has a gamma distribution Gm(k,#). Assume that the
variance s? is given. In that case, the two parameters k and 6 depend only on the mean m through (62-63).
We can then write (25) as

Fr [S,k(m),0(m)] =€

which we can solve numerically for m. From this value, we get p; = S/m. Figure 7 shows the results of the
approximation with § = 0.1. Curves produced by simulations for different values of the variance are labelled
sim and they are compared to the 3-segments curves labelled Fit. As in other cases, the agreement is very
good for most cases, except when s; = 3, which has a very large variance.
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Figure 7: Jitter for Gm/D/1 Queue
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Figure 8: Jitter for LogN/D/1 Queue

7.2.2 Log-normal inter-arrival

We get similar results when the inter-arrival time follows a log-normal distribution. We compare the approx-
imation to some simulation results in Figure 8 for the same value of ¢ as for the Gm/D/1. Here again the
agreement is found to be quite good.

8 Computation times

The results of the previous sections show that it is possible to compute the jitter for some interesting classes
of queues. Here we discuss the computation times required for different traffic processes. We used the Python
SciPy module for scientific calculations with default parameter settings. The only Python code was for calling
the evaluation of the functions by the numpy or SciPy.stats modules. The actual integration used the quad
or dblquad function for single or double integration. from the QuadPack module of SciPy. We computed
the solution of nonlinear equations with the fsolve function from the Scipy.optimize module. All these
functions are the Netlib functions and are run as compiled code so that the cpu times reported here should
not be too different from a full implementation in a compiled language. All calculations are done on an Intel
core i5 with 2 cores at 2.53 GHz.
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8.1 G/M/1

The computation of the jitter is made up of two separate parts: Evaluating the transit rate  from (9) and
then computing the jitter itself from (11). We give a short discussion of the computation time required for
these two parts

8.1.1 Computing the transit rate

The transit rate is given implicitly by the solution of the nonlinear equation (9). For this, we need the
Laplace transform Fg of the arrival process R. The computation time will thus depend strongly on whether
there exists an analytic expression for Fr. Note that in general, it is not possible to solve (9) analytically
even when such an analytic expression exists. For instance, for the Gamma distribution, we have

Fr(s)=(1+0s)7" (33)

but replacing in (9) yields

T=[+0u1-7)]"
which cannot be solved analytically. In other cases, like the log-normal [22] or Pareto [23], there exist good
approximations so that solving (9) with a numerical algorithm is not too time-consuming.

If there is no exact or approximate value, we need to compute the Laplace transform numerically every
time the solution procedure needs a value of Fg for some value of the argument 7. This requires in each case
an integration of Fr which can lead to large computation times. For instance, in the case of the Gamma
distribution, a solution using (33) will take less than one millisecond while the computation time when
evaluating the Laplace transform by numerical integration would take nearly 300 ms.

8.1.2 Computing the jitter

Once the value of 17 has been computed, the calculation of the jitter reduces to the evaluation of the inte-
gral (11). The computational effort is similar to what is discussed in Section 5. In some cases, the integral
can be computed analytically, in which case the computation time is negligible. In other, more difficult cases,
one has to do a single numerical integration and the computation times are of the same magnitude as the
ones reported in Table 2 in Section 8.2.2.

8.2 Limit cases

We now present some detailed results for the computation of the bounds. They give some insight on the
computational load required by single and double integration. We also give some analytic expressions for the
jitter when they are available. From (18) and (22), we can compute the jitter for very general queues in the
two limit cases. Still, there remains the question of how fast this can be done. First we recall some useful
relations. Let X and Y be two independent random variables with probability density functions fx(z) and
fy (y) and define Z as

Z=X-Y. (34)

The pdf of Z is the cross-correlation of X and Y
£20) = [ axte ey = [ fx@)te = e (35)

where we assume that a distribution fx(z) = 0 for = outside its support. We are interested in the pdf f|z
of |Z| which is given by
f121(2) = fz(2) + fz(=2)
=f3(2)+ f7(2) (36)
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where fT and f~ are called the positive and negative parts of fz in the following. Replacing in (35), we get

A = [ x4 iy [ Fxto=2)f s (37)
If fx and fy are defined for z,y > 0, as will be the case here, we get
fizi(2) = F5(2) + F7(2)
= [ ixGrnsdns [ it =

= /Ooo Ix(z+y)fy(y)dy + /OOO Ix ) fy (z +y)dy (38)
for 0 < 2 < co. If X = Y, this reduces to
Fale) =2 [ fx i (39)
Finally, we get the average as _
Bzl = [ 2l (40)

We can get a simplified form for J in the important case of G/D/1 queues where fg is deterministic of
the form

fs(y) = d(y = 5). (41)
Replacing this in (38), we get

(2] = / T4+ / T rm(S - 2)

. B s 3
0 0

since fr has positive support only.

Altogether, the complexity of the computation depends on whether we can get an analytic expression
for (38) and (40), which in turn depends on the particular form of the density functions fr and fs. We
present computational results for three cases depending on which expression can be evaluated analytically:
Both (38) and (40), only (38) or neither of them.

8.2.1 Analytic expressions for J

In some cases, we can find an explicit expression both for the probability density function (38) and for the
average (40). This yields an analytic formula for the jitter and the computation time is negligible.

G/M/1 at p = 0 A simple case where this happens is for the G/M/1 queue. Here, the limit (18) at p ~ 0
is given by the difference of two identical independent exponential variables with parameter p. This has a
symmetric Laplace distribution centered at the origin and the distribution of the absolute value will be an
exponential with parameter u. We have the same situation for the limit p &~ 1 where the two exponential
variables R and S are exponentials with parameters A and p where A — u. In both the low and high limits

J=1/p. (43)

M/D/1 at p =1 We can get an exact result for the M/D/1 queue at p &~ 1 by replacing fr(z) = Aexp (—\x)
into (42). We get
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00 _ S _
J = )\/ ze~ (= +5) —|—/ ze~(572)
0 0

AS—1  2e S
= + T (44)
. 2
lim J=-. (45)
AS—1 e

G/Gm/1 at p = 0 Another case where we can get a complete analytic formula at p ~ 0 is the G/Gm/1
queue. We can compute the integral (38) and get

1 00 00
f\Z|(Z) _ F(k)zozk |:e—z/0/ (Z + :v)’“_lxk_le_%/‘gd:v + ez/G/ (LL' _ Z)k—lxk—le—Qz/de
0 z

which evaluates to [24]

Zk—l/? ﬁez/é I\(k)e—z/é
= K, _ 0 46
212) = Si=tap gpyzgreize Lin(/m)r(l By SN ] e-1/2(2/6) (46)
where K, () is the modified Bessel function of the second kind. Replacing (46) in (40), we get
200(1/2 + k)
J=——F—="—= Vk>0. 47
VAT () - )

Gm/D/1 at p =1 We have a similar result for the Gm/D/1 queue at p = 1. When the arrival distribution
is Gm(k, @), we can evaluate J using the two terms of (42). The positive part is given by

- k-1
T b e L [T (SN —Eeagey,
/0 Fal +S>—r<k>9/0 ( . ) #2104 (48)

Setting y = (S + 2)/0, this is equivalent to

o0 S 1 oo __ Bl —y
/0 sz(z—I—S’)——F(k)o/O (9y S)y e Y 0dy
1 S\ = S
- [9F <k+1,§> - (kg)] (49)
For the negative part, we get
5 5 T _ k—1 B
/ 2fr(S —2) = / z (S Z> e~ (5=2)/0 g (50)
0 0 0

and using the transformation y = (S — 2)/0, we get
S . S/0 -
S—z)= S—0 e Vd
/O 2fr(S—2) = ¢ k)0/0 (S—0y)y" e Vdy

- [57 (k g) — by (k+ 1, gﬂ (51)

where y(k, 2) and T'(k, 2) are the lower and upper incomplete gamma functions. These cases are summa-
rized in Table 1.

—
—
— —

8.2.2 Analytic expression for f|; only

More difficult cases happen when we can get an analytic expression for the distribution of the absolute value
from (38) but where it is not possible to compute the average (40) analytically and we need to compute
the integral (40) numerically. This is also the case for the G/D/1 at p = 1 where we cannot compute (42)
analytically.
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Table 1: Analytic expression

Queue p  Calculation

G/M/1 0 (43)

M/D/1 1 (44)
G/Gm/1 0 (47)
Gm/D/1 1 (49-51)

M/Nt/1 at p = 1 The first example is the M/Nt/1 queue where the service time S follows a normal
distribution Nt(z; py,, 0,,) truncated at 0 with location p, and scale o,,. We get for the two terms of (38)

f%@%—@6;)@m(k?ﬁ—Awn+d)®<ﬁli¥ﬁ> (52

2,2 o2
76 = — e (25 - My = 2)) 0 (L2220 (53)
o) N ”

but it is not possible to get an analytic expression for (40) from this and we need to compute the integral
numerically.

LogN/D/1 at p =1 We get the same case for the LogN/D/1 queue for p — 1 where R follows a log-normal
distribution LogN (z;, ur, o) and S is deterministic. We cannot evaluate (42) analytically so we need to
compute the integral (42) numerically.

fér :e(%aiﬂu_)q) (U%+MI(;_; lOg(g)) (54)
fr = elioitm)g (— oLt “ZL_ log@) (55)

We can get the distribution of J by (36) from the sum of the two terms (54-55) but here again it is not
possible to compute the mean value analytically.

G/Nt/1 at p = 0 The pdf of the service time is that of a truncated normal random variable S. We can
evaluate the two parts of (38) analytically and we get

/000 fs(z +x)fs(x)dr = = {; (Z_Z)} 5 X exp (—%) ) (2::\;;) (56)

o 1 2 20y,
fs(z+x)fs(x)de = 5 X exp <—42—2) P ( a \—/i—_z) (57)
-2 2007 |@ ()] n T2
We can compute the pdf of |Z] by replacing (56) and (57) in (36) which gives
1 22 20n + 2
mE o (52) Vo

On

In all these cases, Eq. (40) has to be evaluated numerically with a significant computation time. Some
values for the computation times are presented in Table 2. We fix the mean of R to 0 or 1 as the case may be
and measure the cpu time for different values of the standard deviation s;. The worst case is for the M/Nt/1
queue at p = 1 which needs about 200 ms to compute. We see that in most cases, the integration is quite
fast so that it would be possible to use this within some iterative procedure.

8.2.3 No analytic formulas

An even more difficult situation arises when it is not possible to evaluate (38) analytically. In this case, we
evaluate (40) by computing numerically a double integral: one for the distribution function and one for the
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Table 2: Cpu times for single integration

Queue P St cpu sec
G/Nt/1 0 0.15 0.037
G/Nt/1 0 0.25 0.036
G/Nt/1 0 0.35 0.036
M/Nt/1 1 0.15 0.20
M/Nt/1 1 025 0.25
M/Nt/1 1 035 0.21
Gm/D/1 1 025 0.002
Gm/D/1 1 15 0.006
Gm/D/1 1 35 0.008

Logn/D/1 1 05 0.004
Logn/D/1 1 1. 0.005
Logn/D/1 1 2. 0.008

average. We present in Table 3 some numerical results for the M/Nt/1 queue in both limit cases. We use
the same computation tool as in Section 8.2.2 but use the dblquad function for double integration.

We repeat the calculation for the G/Nt/1 queue at p = 0 that is shown in Table 2 to estimate the
difference in cpu time when using double as opposed to single integration. Typical computation times by
double integration are about 3 orders of magnitude larger than for single integration, around 10 seconds. It
would be difficult to use double integration iteratively or in real time. Still, we could compute these values
off-line and use them as input to the approximation algorithms for the estimation of jitter as a function of
traffic when fr is not known.

Table 3: Cpu times for double integration

Queue p St cpu sec
G/Nt/1 0 0.15 11.8
G/Nt/1 0 0.25 13.0
G/Nt/1 0 0.35 12.4
M/Nt/1 1 0.15 15.5
M/Nt/1 1 0.25 10.2
M/Nt/1 1 0.35 10.3

83 G/D/1

For the three-segment model, we need the three points Py, P; and P,. The first point Fy is determined
immediately, since for G/D/1 queues,
lim J(p) = 0.

p—0

The time required to compute P, when p = 1 is equivalent to time evaluated in Section 8.2. Finally, computing
the intermediate point P; requires the solution of equation (25). It takes about 3 ms when the inter-arrival
time R follows a Gamma distribution and approximately the same for a Lognormal distribution. Altogether,
the computation is dominated by the computation of P, and despite the fact that the approximation may
not be very accurate in some cases , the simplicity and the computation speed could still make it very useful.

9 Conclusion

We proposed some techniques for the calculation of jitter for different types of FCFS queues with a single
stream. First we recalled a general formula proposed previously and pointed out two problems: One is that
it depends on the distribution of the sojourn time, which is often not known, and two, that it takes the form
of a triple integral, which can be difficult to solve numerically.
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We first proposed an exact model for G/M/1 queue since the sojourn time follows an exponential dis-
tribution whose parameter is the solution of a nonlinear equation involving the Laplace transform of the
inter-arrival distribution. In the worst case, when the transform has to be computed numerically, solving this
equation required in the order of a few hundred milliseconds. We then reduced the calculation of the triple
integral to a single integral which can be computed numerically quickly. This approach is feasible because
the sojourn time parameter can be evaluated offline outside the iteration procedure.

We then gave two expressions for a G/G/1 queue at low and high traffic that do not depend on the
sojourn time. We also gave examples where it is possible to compute these values analytically or with a
single numerical integration. More complex cases require a double integral which require about 10 to 20
seconds. These limit points are then used to construct approximate models for queues where the sojourn
time distribution is not known.

Next, we showed that for the M/G/1 queue, a linear interpolation between the low and high limits is
an excellent approximation of the actual jitter so that the computation time is essentially that of the limit
points.

Finally, we presented a good approximation for the G/D/1 queue using a three-segment interpolation.
The computational requirement is the solution of a nonlinear equation for the cdf of the arrival process. The
results were compared with simulation results indicating a reasonably good accuracy with poorer results with
processes with a high variance.

Our conclusion is that we can use these expressions to evaluate quickly the jitter in a queue with reasonable
accuracy and for a number of important processes. The computation speed is small enough that we can use
them to investigate the effect of jitter in network design and optimization models.

We also get a better understanding of the properties of jitter as compared with delay. We find that jitter
does not go always to zero at low load and does not go to infinity at high load where it can sometimes
decrease with increasing load. In fact, the values seldom exceed the holding time and when they do, only
by a small value. This seems to happen when processes have a large variance, something that is not totally
unexpected. An even more counter-intuitive result is that in some cases, jitter can actually decrease when
the load increases. These properties seem to hold for a range of arrival and service processes, which lead us
to believe that they may in fact be quite general.

A Notation

For the sake of completeness, we recall the definitions of the distributions used in the paper.

A.1 Gamma

The Gamma distribution Gm(z; k, 0) with shape k& > 0 and scale § > 0 has a pdf given by

—
fu() =7 Gy (59)
The cdf is the regularized gamma function
1 /e k—1_—t
Fr(x,k,0) = m/o t" et
The parameters are related to the mean m and variance v = s? of the distribution by
m = k0 (60)
v = k6? (61)

which we can solve to get
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A.2 Pareto

The Pareto Type I P(x; 2y, @) with scale x,, and shape a has a density function given by

(e}
axm

fr(x) = ¢ xott
0 otherwise.

if x> 2,

The Pareto parameters o and x,, are related to the mean m and variance v = s7 by

{xm Y ifa>1
m = a_].

00 fa<l

2 >« if 2
v={ e 1Pa-2 7

00 if o <2.

For ae > 2, we can solve (65-66) to get

a=1++/1+(m?/v)

a—1

Ty =M
o

A.3 Normal

We denote the pdf of the standard normal distribution

6(2) = —== exp(—2?/2)

1
V2
and the corresponding cdf

B(x) = \/% [ " exp(—t2/2)dt.
erf(z) = % /Om e dt

B(z) = % + %erf <%) .

The pdf of a normally distributed random variables X with location u, and scale o, is given by

The error function is given by

and we have the relation

fX(fE§UnaUn) =—0¢ (33 — ,Un>

and the corresponding cdf by

FX(x;Nnaon):(I)(x_Mn)'

(64)
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A.4 Truncated normal

The pdf of the truncated normal is that of a normal random variable X with location and scale parameters
tn and o, and truncated to the interval [0, 00], is given by

Ix(@; pin,0n) = Nt(z;m, s¢) = - (;n/an)¢ (x ;n,un> (75)

which is simply a gaussian distribution with support [0, co] with the appropriate normalization. The mean

m and variance v = s? are given by

m= pin + 0, A (76)
v=02(1-B) (77)

where we have defined

B_A(A—ﬂ>.
On

Note that the parameters u,, and o, need not exist for an arbitrary choice of m and s;.

A.5 Log-normal

This is the distribution of a random variable X such that log X is normally distributed. The pdf for location
wr, and scale o, is given by

(st r0) = — e e (- ) (78)
pL,0L) = —F=—=— e&xp| ———F——5——
X\TipL, 0L oroL p 20%

The mean m and variance v = s? are given by

2
m = etrToL/?

v = (e”i— 1)62"‘L+‘7i

which can be inverted to give
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