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Abstract: Jitter buffering is a key component in multimedia and real-time services. A jitter buffer is used
at the receiver side to control packet rate and to compensate for the delay variation, commonly called jitter,
by its function of tradeoff between delay and loss. The packet loss at the jitter buffer can be induced by
either underflow and overflow, and we note that buffer underflow probability is an important performance
metric for the Quality of user Experience (QoE). Since the estimation of this parameter is difficult for most
buffer models, we propose in this paper to show that by controlling the mean delay variation in the buffer, we
could control the underflow probability. Thus, we provide an analytical approach for jitter delay estimation
in jitter buffer.

Key Words: Delay variation, jitter buffer, overflow, underflow.
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1 Introduction

The fast growth of the Internet is driven by the wide spread of multimedia streaming applications and real-
time services such as television over IP, video conferencing, video on demand, telemedicine, etc. For these

services, the users’ satisfaction is expressed by the quality of experience (QoE) which reflects the human

perception of the service quality. The most important measure of QoE [1] seems to be service interruption,

where the screen freezes to some fixed image for some time, but other measures have been proposed as

well [2, 3] such as the start-up delay before actual transmission or simply poor image quality.

The need for good QoE can be met by implementing strict quality of service (QoS) requirements within

the network to avoid impairments that affect the service quality like packet loss, delay and delay variation,

also known as delay jitter. In particular, multimedia traffic is very sensitive to the jitter and an important

solution to control jitter is to store the received packets in a buffer commonly called the playout or jitter

buffer. In that context, a service interruption happens when the client buffer is empty because the network
cannot deliver packets fast enough for some time. This is know as a buffer underflow, or buffer starvation.

Another cause of QoE degradation is when the buffer is full and packets are dropped, which leads to picture

degradation such as pixelation. This is called buffer overflow and is generally considered less annoying that

an actual freeze of the media stream.

This is why the buffer over- and underflow probability are important parameters used to design and
dimension jitter buffers [4]. Playout buffer control is usually based on the packet delay distribution, the

end-to-end delay variance or on some form of perceptual evaluation. For instance, the work of [3, 5] has

shown how minimizing the underflow probability can be used to manage the jitter buffer parameters. For

this reason, calculating the probability of buffer underflow is an important issue. Unfortunately, this is very
difficult and there exist relatively little work on this topic and then only for simple systems.

As an example, a full characterization of the buffer underflow distribution was provided by [3] when the

jitter buffer is modeled by a M/D/1 queue. On the other hand, there is a large body of work [6, 7] showing

that in many cases, the packet arrival process on the receiver side is definitely not Poisson so that modeling

the jitter buffer with an M/D/1 queue may not be very accurate. Still, there does not seem to be any method
to compute buffer underflow for more realistic arrival processes.

Given the difficulty of computing the underflow probability, it has been suggested [8] to use the packet

jitter as the QoS measure to use for controlling the playback buffer. The main reason why this approach may

be more tractable than computing the underflow and overflow probability is based on [9] where some fast and

accurate approximations were presented for computing the jitter in a G/G/1/∞ queue for some interesting
traffic processes.

Still, there are two main problems with using this jitter model for buffer control. One is the fact that

jitter buffers are finite so that the first question is to what extent we can approximate the jitter with a model

designed for infinite buffer. The other issue is how the jitter is actually related to the underflow probability.

Although it is intuitively clear that there is a connection, it is possible to give counter-examples in some
special cases where there is very little correlation between the two.

This is why we need to look more closely to the relationship between the mean delay variation and

underflow probability and evaluate to what extend the mean delay jitter could help for controlling the over-

and underflow.

First we describe in Section 2 the jitter buffer model we use in this study. Next, we present some definitions

of jitter in Section 3 and we recall the results of [9] for the fast calculation of jitter. The first set of results
in Section 4 shows that the infinite buffer model can be quite accurate even for relatively small buffers. The

main result of this paper is described in Section 5 where we present some simulation results showing that the

mean delay jitter is well correlated to the underflow and overflow probability for realistic non-Poisson arrival

processes. Finally, concluding remarks are discussed in Section 6.
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2 Jitter buffer model

In this paper, we consider the jitter buffer of a particular application. We assume that the interarrival
distribution of the packets arriving at the buffer follows a general distribution. Next, we consider that the

packet service time is constant. This is not unrealistic for video traffic since the B blocks for a standard MP4

codec, for instance, are much larger than the standard 1500-byte MTU, so that most of the packets are of

this length. Also, there is some evidence [10] that a large portion of internet traffic is made up of packets

of constant sizes with only a few specific values. We also assume that there is room for K packets in the
system, i.e., K denotes places used both for waiting and in-service packets. We also assume a FCFS service

discipline so that the jitter buffer is modeled as a G/D/1/K queue.

Recall that we are considering the playback buffer for a single application. This means that the packet

generation rate at the source codec must be equal to that of the destination server, at least in the long term.

This is why we assume in what follows that the service rate of the queue µ is equal to the traffic arrival rate
λ, so that the traffic load ρ = λ/µ = 1.

From this model we can define the jitter buffer over- and underflow. An overflow occurs when we have

a full buffer upon the arrival of a new packet, and an underflow when packet arrive to destination and finds

the buffer empty.

3 Mean delay variation model

We now present some definitions that have been proposed for jitter and recall some previous results for fast

numerical algorithms showing how we can compute jitter quickly for some queues of interest.

3.1 Some definitions of jitter

Delay variation is a measure of the variation of delay in a sequence of packets over time. It is one of the most

important parameters characterizing network transmission and QoS. There are different reasons for jitter but
the most prominent cause is queuing within the network.

The definition of jitter differs according to different standards organizations. The International Telecom-

munication Union—Telecommunication Standardization Sector (ITU-T) defines jitter as the variation of delay

from some reference value like the minimum or mean delay [11, 12]. It is difference between the one-way

delay of a packet i, Ti, and the local reference delay, ai

J = E [|Ti − ai|] . (1)

Using this definition, it is possible to detect quickly an increase in packet delay and for this reason, it

increasing, this definition is widely used for computing the jitter buffer size [8].

The Internet Engineering Task Force (IETF), on the other hand, defines delay variation by the difference
in successive transit time between two measurement points [13]. Let Ti and Ti+1 be the transit time of

consecutive packets. The average delay jitter is then given by the expected absolute value of this random

variable

J = E [|Ti − Ti+1|] . (2)

This metric is suitable for design and QoS routing because there are accurate and fast computation models

for estimating its value [14, 15, 9]. This is why we will be using it in this paper. The fact that there are

an analytical model for jitter in some general type of queue presents an important aspect for studying the

applicability of this parameter in jitter buffers and its effect on de-jittering performance.

3.2 No waiting

We can give the exact expressions for the jitter with finite buffer queues when K = 1, i.e., when there is no

waiting space at all. In that case, arriving packets cannot wait so that the transit time of a packet is simply
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its service time so that Ti = Si and we get

J = |Ti − Ti−1|

= |Si − Si−1|. (3)

This is the same value that we get for the K = ∞ queue when ρ → 0. Here, on the other hand, ρ can be

arbitrarily large. This is not really surprising since in both cases, packets don’t wait, although for different

reasons.

3.3 Jitter for the G/D/1/∞ queue

We now recall the result of [9] for an approximate model to compute jitter in a G/D/1 queue. This is based
on a very important proposition in [9] that could be applied to G/D/1 queue at ρ ≃ 1:

Proposition 1 For a G/G/1 queue, in the high traffic limit, the jitter is given by the expectation of the

absolute value of the difference between the service and inter-arrival times of a packet.

To see this, we use the definitions

Wi Waiting time of packet i
Si Service time of packet i
Ti Transit time of packet i, Ti = Wi + Si

Ri Interarrival time of packet i
τi Instant just before packet i arrives to the queue

Wi(τi) Workload at time τi

The assumption of heavy traffic in [9] is equivalent to the statement that for ρ → 1, when packet i arrives to

the queue, packet i− 1 has not yet started service. We then have

Wi(τi) = Wi−1(τi−1)−Ri + Si−1. (4)

From which we get

lim
ρ→1

J = E [|Si −Ri|] . (5)

If we define the random variable Z = Si −Ri, we get the average (5) as

E[|Z|] =

∫ ∞

0

zf|Z|(z)dz (6)

where f|Z|(z) is the probability density function of |Z| and fR and fS that of R and S. We get

f|Z|(z) =

∫ ∞

0

fS(z + y)fR(y)dy +

∫ ∞

0

fS(y)fR(z + y)dy. (7)

We see that using (6–6), we can compute the jitter either with and analytic expression or by numerical
integration.

Next, we can get a simplified expression for J for the G/D/1 queue. Here, the service time S follows a

deterministic distribution

fS(y) = δ(y − S) (8)

where S = 1/µ is the mean service time. From (7), we get

E [|Z|] =

∫ ∞

0

zfR(z + S) +

∫ S

0

zfR(S − z) (9)

which can be evaluated analytically in some cases and computed reasonably quickly by numerical integration

when this is not possible
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4 Accuracy for finite buffer

The queuing model of Section 3.3 is very close to the jitter buffer system described in Section 2 except that
it has an infinite capacity. In this section, we want to see to what extent we can use the model given in [9]

to approximate a finite buffer of size K − 1. It is clear that the approximation will be good when K is large

so that the real question is the accuracy when K becomes small.

We use simulations to compare the jitter for a G/D/1/K queue with results computed by (9) for an

infinite queue. We present results for a gamma interarrival process in Figure 1 and for a lognormal in
Figure 2. Analytic results, labeled Analytic, are computed for λ ≃ µ = 1 and we vary the standard

deviation of the interarrival distribution. The same conditions are applied for simulation results, labeled Sim,

where we change in each simulation the buffer capacity K − 1.

To summarize, we see that the G/D/1/∞ model becomes approximately close to the curve for a finite

capacity when K ≈ 120 so that we could set the capacity threshold K − 1 at 120. Moreover, the results from
Figures 1 and 2 show that the accuracy is quite good for values of K as low as 20. It is known [16] that jitter

buffers usually have a large size so that we conclude that the model (9) is useful for estimating mean delay

variation in a jitter buffer of limited capacity.
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Figure 1: Mean delay variation: Gm/D/1 vs Gm/D/1/K
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Figure 2: Mean delay variation: LogN/D/1 and LogN/D/1/K
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5 Correlation with probabilities

In this section, we look into the relationship between the jitter and the buffer over- and underflow probability.

Although it is intuitively clear that there should be some connection, it is possible to construct limit cases
where there is actually none. For instance, in a D/D/1/K queue, the jitter is always 0 but one of the overflow

or underflow probabilities will always be 1 depending on the actual value of ρ. In that case, jitter is not a

good replacement for the probabilities. As another case, consider the M/M/1/K buffer operating at ρ = 1.

It is known that in this case, the packet loss probability is given by

Pl =
1

K + 1
. (10)

However, we can see from the simulation results in Figure 3 that the jitter measured by (2) is constant and

cannot be a good estimation for loss probabilities. Note also that the simulation results show that the jitter

is actually the same as that for the M/M/1/∞ queue for the whole range of buffer sizes.
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Figure 3: M/M/1/K buffer

In what follows, we present simulation results indicating that there is in fact a rather strong correlation

between jitter and probabilities for realistic arrival processes. The underflow probability is defined as the

ratio of the server idle periods to the total simulation time and the overflow probability is the ratio of dropped

packets to the total number of generated packets.

5.1 Small buffer

We consider first a Gm/D/1/K queue where the interarrival time follows a Gamma distribution with K = 5

for a fixed packet size of 1500 bytes. This buffer operates at ρ = 1 with a single flow. Results are given
in Figure 4 and expressed in service time unit. We present in this figure the jitter and over- and underflow

probabilities produced by simulations. The 95% confidence interval are also shown in the figure. The x axis

presents the standard deviation of the inter-arrival time distribution σ. The vertical axis on the left refers to

the jitter values and the right one is for loss and overflow probabilities.

Similar results are shown in Figure 5 for a LogN/D/1/K queue where the interarrival variable follows a

LogNormal distribution with the same simulation conditions. It can be seen from Figures 4 and 5 that mean
delay jitter in this queue is correlated with the over- and underflow probabilities. The correlation coefficient

for the Gm/D/1/K is about 0.9603 and 0.9525 for the LogN/D/1/K.

5.2 Large buffer

Actually, most real-time applications use a large jitter buffer. We repeat the simulations in Subsection 5.1

but for K = 140. Figures 6 and 7 show simulation results respectively for a Gm/D/1/140 and LogN/D/1/140
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Figure 4: Gm/D/1/5-small buffer
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Figure 5: LogN/D/1/5-small buffer

buffers. Here too we find that the jitter is correlated to the probabilities. The correlation coefficient for the

Gamma distribution is 0.9236 and 0.9323 for the Lognormal distribution.

To summarize, we see that the jitter is correlated with loss probabilities in a jitter buffer. The correlation
is quite good for small buffer and somewhat less strong for a large buffer. More importantly, we see that

the jitter presents an upper bound for the underflow probability. This facts make the control of underflow

probability possible in a jitter buffer modeled by a G/D/1/K queue.

6 Conclusion

We found that we can approximate the jitter in a G/D/1/K queue by an infinite-buffer model for buffer
sizes as low as 20, a value which is appropriate for a playout buffer. We have examined the relation between

the loss probabilities in a jitter buffer modeled by a G/D/1/K queue with the jitter. We found that those

parameters are reasonably well correlated, especially for small buffers. We are consequently able to control

the underflow probability through the mean delay variation. Then, we conclude that estimating delay jitter
analytically by means of (2) in a jitter buffer is a good solution for quantifying the underflow in the same

buffer.
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Figure 6: Gm/D/1/140-large buffer
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