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#### Abstract

Blackbox optimization deals with situations in which the objective function and constraints are typically computed by launching a time-consuming computer simulation. The subject of this work is the Mesh Adaptive Direct Search (MADS) class of algorithms for blackbox optimization. We propose a way to dynamically scale the mesh, which is the discrete spatial structure on which MaDS relies, so that it automatically adapts to the characteristics of the problem to solve. Another objective of the paper is to revisit the Mads method in order to ease its presentation and to reflect recent developments. This new presentation includes a non smooth convergence analysis. Finally, numerical tests are conducted to illustrate the efficiency of the dynamic scaling, both on academic test problems and on a supersonic business jet design problem.
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## 1 Introduction

Scaling variables can greatly affect the performance of an optimization algorithm [14, 15, 16, 22, 23]. The Mesh Adaptive Direct Search (Mads [6]) algorithm for constrained blackbox optimization is no exception. With the MADS default form, an initial scaling of the space of variables can be proposed explicitly by the user for each variable, or is obtained implicitly by considering the bounds on each variable and the magnitude of the components of the initial point.

The initial scaling is then used to construct a discretization of the space of variables, called the mesh. MADS algorithms are iterative, and each iteration attempts to improve the current best solution by generating trial points on the mesh. Unlike most meshes required to obtain numerical solutions of partial differential equations on complex physical domains (e.g., [20]), the mesh used by the MADS algorithm at a given iteration is simply defined by orthogonal coordinate lines that intersect at some points. For the Mads algorithm, the mesh is a convenient support for the set of all potential trial points (feasible or not) that can be evaluated in $\mathbb{R}^{n}$ at a given level of granularity, $n$ being the dimension of the space of variables. The granularity of the mesh is updated at the end of each iteration. The coarseness or fineness of all subsequent meshes is dictated by a single strictly positive real-valued parameter called the mesh size parameter. Hence, with the Mads default form, the relative mesh aspect ratios remain invariant as the algorithm progresses.

In the event of a successful iteration, i.e., when a trial point turns out to be a new incumbent solution, then the mesh size parameter is increased and the search for a better solution is restarted. This allows the next iteration to generate trial points further away from this new incumbent solution. Alternatively, if none of the trial points generated during an iteration improves the incumbent, then the mesh size parameter is reduced. The set of trial points form some sort of discrete neighbourhood around the incumbent solution. Failing to improve the current solution implies that the incumbent solution is better than its neighbours, which is a crude sort of local optimality tied to the mesh size parameter.

The convergence analysis of the MADS algorithm studies convergent subsequences of incumbent solutions that were shown to be better than their neighbours, and for which the mesh size parameter goes to zero. These are called refining subsequences. At the limit of such a subsequence, the crude optimality conditions become the standard local optimality conditions. If the problem is sufficiently smooth, these conditions correspond to (i) a null gradient in the unconstrained case, and (ii) nonnegative directional derivatives in the directions tangent to the domain in the constrained case. In the nonsmooth case, these conditions state that (iii) zero belongs to the generalized gradient in the unconstrained case, and (iv) nonnegative directional generalized derivatives in the directions hypertangent to the domain in the constrained case. The details of this hierarchical convergence analysis based on decreasing requirements on the objective and constraints are found in [6].

These theoretical results hold as the number of function evaluations goes to infinity. In practice however, the number of function calls is always limited, often by a given time-related budget. Furthermore, if the scaling of the variables is inappropriate, the progress made by the algorithm within a budget of evaluations might be marginal.

The contribution of the present work is to propose a way to improve the MADS algorithm by considering a mesh size parameter specific to each variable. This allows to dynamically adapt the mesh in an anisotropic way: the relative mesh aspect ratios are allowed to vary. The main idea of the proposed contribution is that when a new incumbent solution is found, instead of coarsening the mesh for all variables using the same ratio, we coarsen it only with respect to the variables that were significantly modified in the new solution. Specifically, this is done by replacing the classical mesh size parameter in $\mathbb{R}_{+}$that dictates the coarseness of the mesh, by a mesh size vector in $\mathbb{R}_{+}^{n}$, whose dimension equals the number of optimization variables. Since the entire convergence analysis of this type of methods is based on the mesh size parameter rather than its new vectorial expression, the convergence analysis needs to be entirely revisited.

The paper is divided as follows. Section 2 presents the Mads class of algorithm with dynamic scaling. The technical part of the nonsmooth convergence analysis is deferred to the appendix section. Section 3 discusses a first implementation of this new class of algorithms. Numerical experiments are conducted in

Section 4 on academic test problems and on a supersonic business jet design problem. Finally, the last section discusses future research directions.

Notation: Vectors can be considered row or column vectors according to context. The superscript $k \in \mathbb{N}$ is not an exponent, but an index associated to the iteration number. The value of $a$ raised to the power $b$ is written with parentheses: $(a)^{b}$ to avoid confusion with superscripts. If $\delta$ is a vector in $\mathbb{R}^{n}$, then $\operatorname{diag}(\delta)$ is the $n \times n$ diagonal matrix with $\delta \in \mathbb{R}^{n}$ as its diagonal. The set of $m$ directions $D=\left\{d_{1}, d_{2}, \ldots, d_{m}\right\} \subset \mathbb{R}^{n}$ is said to be a positive spanning set if for any $v \in \mathbb{R}^{n}$, there exists an $\alpha \in \mathbb{R}_{+}^{m}$ such that $v=\sum_{i=1}^{m} \alpha_{i} d_{i}$. The unit sphere in $\mathbb{R}^{n}$ is denoted $\mathbb{S}^{n}=\left\{d \in \mathbb{R}^{n}:\|d\|=1\right\}$.

## 2 MADS with dynamic scaling

Consider the general optimization problem

$$
\begin{equation*}
\min _{x \in \Omega} f(x) \tag{1}
\end{equation*}
$$

where $f$ is a single-valued objective function, and $\Omega$ is the set of feasible solutions in $\mathbb{R}^{n}$. Blackbox optimization targets problems in which properties of the objective function $f$ as well as the functions defining the feasible set are not easily exploitable. This typically occurs when the output of these functions are obtained by launching a computer code with some $x \in \mathbb{R}^{n}$ as input. These functions are typically nonsmooth, time-consuming to evaluate, contaminated by numerical noise, which renders the application of classical optimization methods difficult. Direct search optimization methods are designed to interact directly with the outputs of the blackbox. An introduction to derivative-free optimization can be found in [11].

In the present work, we focus on an extension of the MADS algorithm which dynamically scales the mesh for each variable independently. This new extension impacts the fundamental building blocks of the algorithm, and therefore we present it from scratch. This is also an opportunity to revisit some concepts and to present some aspects differently in order to ease the exposition.

### 2.1 High-level description of MADS

MADS is an iterative algorithm designed to solve problems of the form (1). It is launched from an initial point, or more generally from a finite collection of initial points $V^{0} \subset \mathbb{R}^{n}$. The iteration number is represented by the superscript $k$, and at the start of iteration $k$, the set of trial points where the blackbox was previously evaluated is denoted by $V^{k}$. The current iterate $x^{k}$ corresponds to the current best feasible point inside $V^{k}$ and is called the incumbent solution, or the incumbent. It is simply a point of the set $\arg \min \left\{f(x): x \in V^{k} \cap \Omega\right\}$. In the present paper, constraints are handled with the Extreme Barrier approach [6] which consists of launching the algorithm on the unconstrained extended valued function

$$
f_{\Omega}(x)= \begin{cases}f(x) & \text { if } x \in \Omega \\ +\infty & \text { otherwise }\end{cases}
$$

The goal at each iteration of a MADS algorithm is to replace the incumbent by a better one. In order to achieve this, finitely many tentative trial points are generated on a discretization of the space of variables called the mesh $M^{k}$. The formal definition of the mesh requires additional notation, and is deferred to the next subsection. Some of these trial points may be far from the incumbent, but a subset of these trial points needs to be distributed nearby the incumbent solution. These neighbouring trial points are called the poll points while the remaining trial points are called the search points. More specifically, these two types of points are generated during two different steps of each iteration, called the SEARCH and the POLL, also detailed in the next section.

At the end of iteration $k$, if a better incumbent solution was produced, then the iteration is declared successful and $M^{k+1}$ is updated to be at least as coarse as $M^{k}$. The rationale behind this is to allow the next iteration to take larger steps. Alternately, iteration $k$ failed at producing a better incumbent solution,
and therefore the incumbent solution is better than its neighbouring poll points. This can be seen as some crude form of local optimality for the incumbent. At the conclusion of a failed iteration, the mesh is refined so that the poll points generated during the next iteration will be closer to the incumbent solution.

### 2.2 The SEARCH and POLL steps

Let us focus on two important parameters related to the high-level description of the MADS algorithm from the previous subsection. In previous work, the coarseness of the mesh was controlled by a single positive scalar. In the present work, we extend this by defining $\delta_{j}^{k}>0$ as the mesh size parameter for the $j$-th variable at iteration $k$, for $j=1,2, \ldots, n$. Together with the set of trial points visited thus far $V^{k}$, the vector $\delta^{k} \in \mathbb{R}_{+}^{n}$, called the mesh size vector, allows to define the mesh at iteration $k$. The mesh is central to the algorithm since it contains every potential trial points:

$$
\begin{equation*}
M^{k}=V^{k}+\left\{\operatorname{diag}\left(\delta^{k}\right) z: z \in \mathbb{Z}^{n}\right\} \tag{2}
\end{equation*}
$$

With this definition, it follows that $t$ belongs to the mesh at iteration $k$ if and only if there exists a trial point $v \in V^{k}$ at which the blackbox was previously evaluated, and an integer vector $z \in \mathbb{Z}^{n}$ such that $t=v+\operatorname{diag}\left(\delta^{k}\right) z$. Furthermore, by recursively applying this observation, it follows that for any $t \in M^{k}$, there exists an element $x^{0}$ from the set of starting points $V^{0}$ such that

$$
\begin{equation*}
t=x^{0}+\sum_{\ell=0}^{k} \operatorname{diag}\left(\delta^{\ell}\right) z^{\ell} \tag{3}
\end{equation*}
$$

for some integer vectors $\left\{z^{0}, z^{1}, \ldots, z^{k}\right\} \subset \mathbb{Z}^{n}$.
Iteration $k$ attempts to improve the incumbent solution by performing a pair of steps called the SEARCH and the poll. The SEARCH can be viewed as the diversification step of the algorithm since it attempts to improve the incumbent by generating finitely many trial points that are not required to be close to the incumbent. For doing this in practice, the user may indicate the trial points by exploiting some specific knowledge of the problem, or by using generic tools such as Latin Hypercube sampling, Variable Neighborhood Search [5], or any other method that he could come up with, as long as there are a finitely many candidates in $M^{k}$.

Note that the SEARCH is optional and not necessary for the convergence analysis. When the SEARCH succeeds at improving the incumbent solution, then the POLL is not executed. The Poll step may be viewed as the intensification step of the algorithm as it aims at finding local optima. It uses the second important parameter which delimits the region in which the neighboring poll points are generated. This parameter is $\Delta_{j}^{k} \geq \delta_{j}^{k}$ and is called the poll size parameter for the $j$-th variable at iteration $k$, for $j=1,2, \ldots, n$. Similarly to the mesh size vector, we denote the vector $\Delta^{k} \in \mathbb{R}_{+}^{n}$ as the poll size vector. This vector is used to delimit a region around the current incumbent solution $x^{k} \in V^{k}$ where the poll points will be selected. This region is called the frame [12] and is defined as follows.

Definition 2.1 The frame at iteration $k$ is $\left\{x \in \mathbb{R}^{n}:\left|x_{j}-x_{j}^{k}\right| \leq \Delta_{j}^{k}, \forall j=1,2, \ldots, n\right\}$.
The POLL also generates a finite list of trial points, but more rigid rules are used than for the SEARCH. These poll points need to be distributed around the current incumbent solution in such a way that candidates are present in every half-spaces. Formally, the poll points at iteration $k$ around the incumbent solution $x^{k} \in V^{k}$ is called the poll set and is given by:

$$
P^{k}=\left\{x^{k}+\operatorname{diag}\left(\delta^{k}\right) d: d \in D^{k}\right\} \subseteq M^{k}
$$

where $D^{k} \subset \mathbb{Z}^{n}$ is a positive spanning set of directions. The next subsection describes links between the mesh and poll size vectors, and gives a condition ensuring that any poll trial point $x \in P^{k}$ belongs to the frame.

### 2.3 Obtaining the poll size vector from the mesh size vector

At the first iteration, the poll size vector $\Delta^{0} \in \mathbb{R}_{+}^{n}$ is either supplied by the user, or fixed by some procedure to reflect the scale of the variables. At the end of any iteration, the poll size parameter associated to the $j$-th variable is updated by multiplying the previous one by an integer power of some fixed real number $\beta_{j}>1$, whose square is a rational number (the proof of Proposition A. 1 uses this requirement on rationality). The power is greater than or equal to zero on successful iterations, and strictly negative on unsuccessful iterations. This implies that every poll size parameters decrease if and only if the iteration is unsuccessful. In the actual implementation described in Section $3, \beta_{j}=2$ for every $j$.

The following definition fixes the value of the mesh size parameter in terms of the poll size parameter.
Definition 2.2 At iteration $k$, the mesh size parameter associated to the variable $j \in\{1,2, \ldots, n\}$ is

$$
\delta_{j}^{k}=\frac{\left(\min \left\{\Delta_{j}^{0}, \Delta_{j}^{k}\right\}\right)^{2}}{\sqrt{n} \Delta_{j}^{0}}
$$

With this definition, $\delta_{j}^{k} \leq \Delta_{j}^{k}$ and furthermore, the initial mesh size vector is automatically fixed to $\delta^{0}=$ $\frac{\Delta^{0}}{\sqrt{n}}$. The term $\sqrt{n}$ in the denominator accounts for the fact that distances between objects grows with the dimension $n$. For example, the diameter of the unit hypercube in $\mathbb{R}^{n}$ is precisely $\sqrt{n}$.

A consequence of this way of updating the poll size vector is summarized in the next Lemma.
Lemma 2.3 At iteration $k \geq 1$, and for every index $j \in\{1,2, \ldots, n\}$, there exists an integer $r_{j}^{k} \in \mathbb{Z}^{n}$ such that the poll and mesh size parameters satisfy

$$
\begin{equation*}
\Delta_{j}^{k}=\Delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}} \quad \text { and } \quad \delta_{j}^{k}=\delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}-\left|r_{j}^{k}\right|} \leq \delta_{j}^{0} \tag{4}
\end{equation*}
$$

Proof. Let $j$ be an index in $\{1,2, \ldots, n\}$. The result is clearly true at the initial iteration by setting $r_{j}^{0}=0$. At the end of every iteration, the poll size parameter is multiplied by an integer power of $\beta_{j}$. It follows that there exists a sequence of integers $r_{j}^{k}$ such that $\Delta_{j}^{k}=\Delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}}$ for every $k$. Therefore

$$
\begin{aligned}
\delta_{j}^{k} & =\frac{\left(\min \left\{\Delta_{j}^{0}, \Delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}}\right\}\right)^{2}}{\sqrt{n} \Delta_{j}^{0}} \\
& =\delta_{j}^{0}\left(\min \left\{1,\left(\beta_{j}\right)^{r_{j}^{k}}\right\}\right)^{2} \\
& =\delta_{j}^{0}\left(\beta_{j}\right)^{\min \left\{0,2 r_{j}^{k}\right\}} \\
& =\delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}-\left|r_{j}^{k}\right|}
\end{aligned}
$$

The integer $r_{j}^{k}$ from the previous Lemma is called the mesh index, and the last expression gives the mesh size parameter as a function of the mesh index. One can easily see that for a given value of $j$, the poll and mesh size parameters go simultaneously to zero:

$$
\left\{\Delta_{j}^{k}\right\}_{k \in K} \rightarrow 0 \Leftrightarrow\left\{r_{j}^{k}\right\}_{k \in K} \rightarrow-\infty \Leftrightarrow\left\{\delta_{j}^{k}\right\}_{k \in K} \rightarrow 0
$$

But, since the mesh size parameter is constructed using the square of the poll size parameter, it will converge to zero faster. Furthermore, we impose that the algorithm possesses a mechanism ensuring that if one of the poll size parameters goes to zero, then the norm of the poll size vector also converges to zero:

$$
\begin{equation*}
\left\{\Delta_{j}^{k}\right\}_{k \in K} \rightarrow 0 \quad \Leftrightarrow \quad\left\{\left\|\Delta^{k}\right\|\right\}_{k \in K} \rightarrow 0 \tag{5}
\end{equation*}
$$

for any $j \in\{1,2, \ldots, n\}$ and subset of indices $K$. Such a mechanism is described in the implementation of Section 3.

Finally, the following proposition prescribes conditions on the directions used to construct the poll set $P k$, ensuring that the poll points are within the frame.

Proposition 2.4 Let $x \in P^{k}$ be a poll point at iteration $k$, and let $d \in D^{k} \subset \mathbb{Z}^{n}$ be such that $x=x^{k}+\operatorname{diag}\left(\delta^{k}\right) d$ where $\delta^{k}$ is the mesh size vector at iteration $k$. If

$$
\begin{equation*}
\left|d_{j}\right| \leq\left(\beta_{j}\right)^{\left|r_{j}^{k}\right|} \tag{6}
\end{equation*}
$$

for every $j=1,2, \ldots, n$, then $x$ belongs to the poll frame, i.e., $\left|x_{j}-x_{j}^{k}\right| \leq \Delta_{j}^{k}$.

Proof. If $x=x^{k}+\operatorname{diag}\left(\delta^{k}\right) d$, then for each $j=1,2, \ldots, n$,

$$
\begin{aligned}
\left|x-x^{k}\right|_{j} & =\delta_{j}^{k}\left|d_{j}\right| & & \\
& \leq \delta_{j}^{k}\left(\beta_{j}\right)^{\left|r_{j}^{k}\right|} & & \text { by }(6) \\
& =\delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}-\left|r_{j}^{k}\right|}\left(\beta_{j}\right)^{\left|r_{j}^{k}\right|} & & \text { by Lemma } 2.3 \\
& =\delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}} & & \\
& =\Delta_{j}^{k} & & \text { by (4). }
\end{aligned}
$$

### 2.4 The modified Mads algorithm

Algorithm 1 summarizes the main steps of the modified MADS method. Similarly to the original Mads, it must be seen as a general family of methods defining the blocks necessary for convergence. Different implementations can be defined, as the one presented in Section 3.

```
Algorithm 1: MADS with dynamic scaling
    Input: \(\quad V^{0} \neq \emptyset\) the set of initial points in \(\mathbb{R}^{n}\);
            \(\Delta^{0} \in \mathbb{R}_{+}^{n}\) the initial poll size vector;
            \(\beta>1 \in \mathbb{R}^{n}\) a vector of real numbers whose squares are rational;
    for \(k=0,1,2, \ldots\) do
            Let \(x^{k} \in \arg \min \left\{f_{\Omega}(x): x \in V^{k}\right\}\) be the incumbent solution.
            Compute the mesh size vector \(\delta^{k}\) from \(\Delta^{k}\) using Definition 2.2.
            Perform the SEARCH and possibly the POLL steps (or only part of them if a new incumbent point
            \(x^{k+1}\) is found).
            - Optional search: Test finitely many trial points in \(M^{k}\).
            - Local poll: Test trial points in \(P^{k}\).
            Parameter update: Update \(\Delta^{k+1}\) through the mesh index \(r^{k+1}\) as follows. If the iteration was
            unsuccessful, then set \(r_{j}^{k+1}<r_{j}^{k}\) to an integer for each \(j=1,2, \ldots, n\). Otherwise the iteration was
            successful: the incumbent \(x^{k}\) was dominated by \(x^{k+1}\). For each \(j=1,2, \ldots, n\), set \(r_{j}^{k+1} \geq r_{j}^{k}\) to an
            integer.
    end
```

There are two important differences with the original MADS method. First there is no more the general direction matrix $D$ (see [6]). Instead, it is implicitly fixed to $D=\left[\begin{array}{ll}-I_{n} & I_{n}\end{array}\right]$ where $I_{n}$ is the identity matrix. In practice, it means that the mesh (2) is always based on orthogonal directions. Historically, the flexibility in the choice of the directions defining the mesh was introduced in the context of the Generalized Pattern Search [24] algorithm, in which a fixed number of polling directions was used. With Mads and its dense sets of directions, this flexibility has never been exploited in practice simply because it was not necessary. We abandon this requirement on $D$ in order to simplify the presentation.

The second difference constitutes the main contribution of the present work. A generalization of the method is obtained by allowing the increase of selected mesh size parameters in the update step, at the end of a successful iteration. A practical rule for choosing which parameters to increase is presented in Section 3. It consists of allowing the mesh size parameters associated to the variables whose value have changed from iteration $k$ to $k+1$ to increase: For each $j=1,2, \ldots, n$, set $r_{j}^{k+1}=r_{j}^{k}$ if $x_{j}^{k+1}=x_{j}^{k}$ and set $r_{j}^{k+1} \geq r_{j}^{k}$ to an integer if $x_{j}^{k+1} \neq x_{j}^{k}$. In the case of a failed iteration, the behaviour remains the same as all the mesh size parameters must be decreased. A convergence analysis of MADS with dynamic scaling is presented in the appendix section. The main results are identical to those of MaDs [6] but the analysis differs. The details of the convergence analysis are presented in the appendix.

## 3 Anisotropic MADS, an implementation of MADS with dynamic scaling

The previous section gave a general framework for the MADS algorithm with dynamic scaling. In the present section, we propose a first instantiation of this algorithm.

We make some algorithmic choices to simplify the presentation. For example, we set $\beta_{j}=2$ for every index $j$.

The other details of the implementation are given in the following subsections. They include the way to initialize the poll size vector, how to update it after a failure and after a success, and how to define the poll directions.

### 3.1 Poll size initialization

The initial components of the poll size vector are a key point for the efficiency of the method. When no dynamic scaling is used, these values simply define the scaling of the problem, which is crucial as every practitioner knows. We must then choose values that reflect the best scaling that we can infer a priori. For that, our best guidelines are the lower and upper bounds on the variables, whose presence is always beneficial anyway with DFO methods. If the bounds are not available, then the initial point is considered. The proposed strategy for each $j=1,2, \ldots, n$ is to set the initial poll size parameter as follows:

$$
\Delta_{j}^{0}=\left\{\begin{array}{cl}
\frac{u_{j}-l_{j}}{10} & \text { if variable } j \text { is bounded by the finite values } l_{j} \text { and } u_{j}, \\
\frac{\left|x_{j}^{0}-b_{j}\right|}{10} & \text { if variable } j \text { has only one bound } b_{j} \text { which differs from } x_{j}^{0}, \\
\frac{\left|x_{j}^{0}\right|}{10} & \text { if variable } j \text { has only one bound } b_{j} \text { with } x_{j}^{0}=b_{j} \neq 0, \\
\frac{\left|x_{j}^{0}\right|}{10} & \text { if variable } j \text { has no bound and } x_{j}^{0} \neq 0, \\
1 & \text { otherwise. }
\end{array}\right.
$$

### 3.2 Updating the poll size vector at the end of an iteration

At the end of an unsuccessful iteration $k$, each direction of a positive spanning set $D^{k}$ failed to improve an incumbent solution. Decrease each poll size parameter as follows:

$$
\Delta_{j}^{k+1}=\frac{\Delta_{j}^{k}}{2}
$$

i.e., by setting $r_{j}^{k+1}=r_{j}^{k}-1$, for each $j$ in $\{1,2, \ldots, n\}$.

At the end of a successful iteration $k$, a new incumbent solution was generated in a non-zero direction $d \in \mathbb{R}^{n}$. Algorithm 1 states that for each index $j=1,2, \ldots, n$ the mesh size parameter can be increased or left to its current value, i.e., $r_{j}^{k+1} \geq r_{j}^{k}$. In the proposed implementation, we start by setting

$$
r_{j}^{k+1}=\left\{\begin{array}{cc}
r_{j}^{k}+1 & \text { if }\left|d_{j}\right|>\frac{1}{n}\|d\|_{\infty} \\
r_{j}^{k} & \text { otherwise }
\end{array}\right.
$$

With this way of modifying the parameters, it is possible that some of them became too small relative to the others. Let $\bar{r}=\max \left\{r_{j}^{k}: j=1,2, \ldots n\right\}$ be the largest mesh index at iteration $k$.

Consider each index $j=1,2, \ldots, n$. If the mesh index $r_{j}^{k+1}$ is sufficiently negative so that it is less than twice the largest one, then increase it. Formally, we chose to implement the following rule: if $r_{j}^{k+1}<-2$ and if $r_{j}^{k+1}<2 \bar{r}$, then reset $r_{j}^{k+1} \leftarrow r_{j}^{k}+1$.

### 3.3 Poll and mesh sizes example

Figure 1 illustrates the modifications of the poll and mesh size vectors on an unconstrained problem in $\mathbb{R}^{2}$ with starting point $x^{0}=(10,10)$. The procedure to compute the initial poll and mesh size vectors produces $\Delta^{0}=(1,1)$ and $\delta^{0}=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)$ with the mesh index vector $r^{0}=(0,0)$. The intersections of the horizontal and vertical lines represent the trial points on the mesh $M^{k}$ and the shaded rectangle delimits the frame from Definition 2.1.

Iteration 0 is successful and generates a new incumbent solution $x^{1}=\left(10,10+\frac{1}{\sqrt{2}}\right)$. The success direction $d=x^{1}-x^{0}=\left(0, \frac{1}{\sqrt{2}}\right)$ has a single nonzero entry, and therefore only one poll size parameter is increased: $\Delta^{1}=(1,2)$. The frame at iteration 1 is deformed, when compared to that of iteration 0 . Due to the minimization operator in Definition 2.2, the mesh size parameter $\delta^{1}$ remains the same as $\delta^{0}=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)$.

Iteration 1 is unsuccessful and both poll and mesh size parameters are decreased: $\Delta^{2}=\left(\frac{1}{2}, 1\right)$ and the corresponding mesh size vector is $\delta^{2}=\left(\frac{1}{4 \sqrt{2}}, \frac{1}{\sqrt{2}}\right)$. The new incumbent $x^{2}$ is equal to $x^{1}=\left(10,10+\frac{1}{\sqrt{2}}\right)$.

At iteration 0 , the ratio between the two mesh size parameters was 1 . At iteration 2 , the only prior success was obtained by modifying the second variable. At this point the ratio between the two mesh size parameters is $\frac{1}{4}$. This ratio can be interpreted as a measure of the mesh anisotropy. The mesh is four times coarser with respect to the second variable.

$$
\begin{aligned}
\Delta^{0} & =(1,1) \\
\delta^{0} & =\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \\
r^{0} & =(0,0)
\end{aligned}
$$



$$
\begin{aligned}
\Delta^{1} & =(1,2) \\
\delta^{1} & =\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \\
r^{1} & =(0,1)
\end{aligned}
$$


$\begin{aligned} \Delta^{2} & =\left(\frac{1}{2}, 1\right) \\ \delta^{2} & =\left(\frac{1}{4 \sqrt{2}}, \frac{1}{\sqrt{2}}\right) \\ r^{2} & =(-1,0)\end{aligned}$


Figure 1: The incumbent $x^{k}$ is represented by the dot. $M^{k}$ is represented by the intersection of the lines. The poll points need to be chosen on $M^{k}$ within the frame, represented by the shaded box.

### 3.4 Poll set construction

This subsection describes a way to generate the poll directions. It is inspired from the Orthomads implementation [1] except that it is no more restrained to the use of the quasi-random Halton sequence [18]. Another distinction is that because the anisotropic nature of the mesh, directions are no longer orthogonal. However, since the Householder orthogonal transformation is still used, we continue to qualify these directions as Orthomads directions.

Let $\left\{u^{\ell}\right\}_{\ell=0}^{\infty}$ be a set of normalized directions in $\mathbb{R}^{n}$ such that their union is dense in the unit sphere. One option for this step is to consider random directions, which has been chosen for our numerical tests as detailed in Section 4. Another possibility is to consider the QR-MADS type of directions described in [26].

To ease the presentation, let us consider the iteration $k$ and let $v$ be one of these normalized directions. The Householder matrix

$$
H=I-2 v v^{T}
$$

is an orthonormal basis of $\mathbb{R}^{n}$. By multiplying the $j$-th row of $H$ by $\Delta_{j}^{k}$, we obtain a new basis $H^{\prime}=$ $\operatorname{diag}\left(\Delta^{k}\right) H$ of $\mathbb{R}^{n}$ scaled by the poll size parameter values. Next, let us round each entry of the new basis as follows: The $i$-th entry of the $j$-th column of the matrix $H^{\prime}$ can be written as $H_{i j}^{\prime}=a_{i j} \times \delta_{j}^{k}$ for some real number $a_{i j}$. Let $\alpha_{i j}=\operatorname{round}\left(a_{i j}\right)$ and set $H_{i j}^{\prime \prime}=\alpha_{i j} \times \delta_{j}^{k}$. Then the set $\left\{x^{k}+h: h \in H^{\prime \prime}\right\}$ belongs to $M^{k}$ and the poll set $P^{k}$ is defined to be $\left\{x^{k} \pm h: h \in H^{\prime \prime}\right\}$.

All of this can be compactly written as

$$
H^{\prime \prime}=\left[H_{i j}^{\prime \prime}\right] \text { where } H_{i j}^{\prime \prime}=\operatorname{round}\left(\frac{\Delta_{j}^{k} \times H_{i j}}{\delta_{j}^{k}}\right) \times \delta_{j}^{k}
$$

and Figure 2 illustrates the different steps leading to the poll directions. The left part of the figure shows the $2 n$ orthogonal directions forming a maximal positive basis. They correspond to the positive and negative columns of the Householder matrix $H$. The central part of the figure stretches these directions using the poll size vector. It represents the positive and negative columns of the matrix $H^{\prime}$. It remains a maximal positive basis, but the directions are not orthogonal. The right part of the figure shows the actual poll points, obtained by rounding to the mesh.


Figure 2: Stretching the set of polling directions and rounding to the mesh. An orthogonal positive basis [ $-H H$ ] is represented to the left. The basis is stretched in the center of the figure to $\left[-H^{\prime} H^{\prime}\right]$. The stretched positive basis is rounded to the current mesh, and the resulting directions [ $-H^{\prime \prime} H^{\prime \prime}$ ] are represented in the right part of the figure by the dark circles.

## 4 Numerical results

Numerical tests are conducted using the beta version 3.7.0 of the NOMAD [19] software package freely available at www.gerad.ca/nomad. All tests use the Orthomads strategy with $2 n$ polling directions. The opportunistic strategy is enabled, which consists to sort a given list of poll trial points before it is evaluated, using the last direction of success, and to interrupt the evaluations as soon as a new improvement is made. Although quadratic models are used by default in NOMAD and are almost always beneficial in terms of
performance for finding optimal solutions, they are disabled during the numerical tests to clearly isolate the sole effect of dynamic scaling.

In order to obtain a dense set of normalized directions $\left\{u^{\ell}\right\}_{\ell=0}^{\infty}$ as defined in Section 3.4, we randomly generate points in the unit sphere using $n$ normal variables as follows:

$$
u^{\ell}=\frac{X_{1}+X_{2}+\ldots+X_{n}}{\sqrt{X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}}}
$$

for some index $\ell$ and $X_{j} \sim \mathrm{~N}(0,1)$ for all $j \in\{1,2, \ldots, n\}$.
In practice, each normal random value is computed using the polar form of the Box-Muller transformation [10] based on draws from the uniform random generator found at madrabbit.org/~ray/code/xorshf96.c. This strategy to generate a dense set of poll directions is used for both the new strategy with dynamic scaling and for the previous isotropic one. These two versions are called MADS $2 n$ (aniso) and MADS $2 n$ (iso), for the anisotropic and isotropic variants, respectively, In practice, this is set by the anisotropic_mesh (yes|no) parameter in NOMAD.

In the next two subsections, two settings are considered to test the efficiency of the new strategy: A set of analytical functions, and a realistic application. The stopping criteria is set to be the maximal number of evaluations while the minimal mesh size is left to the NOMAD default of $1 \mathrm{E}-13$.

In both cases, many instances are employed allowing the presentation of results with data profiles inspired from [21]. In these graphs, the horizontal axis represents the convergence in terms of number of evaluations, while the vertical axis corresponds to the proportion of problems solved within a given relative tolerance $\tau$. One curve is drawn for each algorithm, which allows to graphically compare the convergence of the two methods. For example, if one plot is always above the other, it means that the corresponding method dominated the other as it systematically solves more instances than the other for the same budget of function evaluations.

### 4.1 Test problems from the derivative-free optimization literature

We test 212 analytical problems from the derivative-free optimization literature [21]. These 212 instances are generated from 22 different CUTEst [17] functions with some different starting points and four variants (smooth, nonsmooth, deterministically noisy, and randomly noisy). The number of variables ranges from 2 to 12 , and the problems are unconstrained except for 8 of them in which the variables are nonnegative.

Data profiles display the fraction of problems solved for a given tolerance depending on the progression of the algorithm. Here, the relative tolerance for matching the best obtained solution is fixed at $\tau=1 \mathrm{E}-3$, and the convergence is represented by the equivalent number of simplex gradient evaluations, i.e., the number of groups of $(n+1)$ calls to the simulation.

Preliminary tests have shown an influence of the random number generator seed on the data profiles. The random number generator is used to obtain the polling directions and it affects the solutions obtained for these problems. To make the data profiles less sensitive to the seed selection and more conclusive, a series of 10 different seeds are used for each problem and each algorithm. This leads to a total of 4240 executions, summarized in the data profiles of Figure 3.

The profiles show that there is a clear performance gain when the dynamic anisotropic mesh is enabled, since the entire plot associated with MADS $2 n$ (iso) is dominated by the plot of MADS $2 n(a n i s o)$. For a given budget of evaluations, the dynamic scaling solves approximately $10 \%$ more problems.

### 4.2 The Supersonic Business Jet Design example

The supersonic business jet design problem is presented in [3] and has been used to demonstrate the use of coordination algorithms such as the nonhierarchical analytical target cascading (ATC) formulation [25] for solving multidisciplinary design optimization (MDO) problems. The design problem involves the disciplines


Figure 3: Data profiles with a relative tolerance of $\tau=1 \mathrm{E}-3$ for 212 instances of test problems from the literature.
"Structure", "Aerodynamics", "Propulsion", and "Aircraft." In practice, each discipline analysis is calculated by a Matlab function that takes some arguments as input and evaluates a subset of the aircraft characteristics. The discipline analyses are interdependent: some discipline outputs are inputs of other disciplines. Only the multidisciplinary feasible optimization (MDF) approach [13] for solving the design problem is considered here. The multidisciplinary feasibility is achieved by a fixed-point iterative approach calling the Matlab functions in sequence until the maximum relative change of all outputs between two consecutive iterations is lower than a given precision of $1 \mathrm{E}-3$. If this value is not reached after 50 fixed-point iterations, the multidisciplinary analysis is considered as failed.

The design objective is to minimize the weight of an aircraft while satisfying constraints from the disciplines. A description of the original optimization problem is available in [25]. Several optimal solutions can be obtained for this problem depending on the initial point considered. To better compare the algorithmic performances, a simpler instance of the problem has been considered. The original MDF optimization problem has 29 independent design variables and 46 design constraints. The objective, the design variables and constraints, the reference design values and the bound constraints considered in this work are the same as in [25] except that the design variables associated to the structural elements thicknesses (18 variables) are fixed to the optimal values reported and the reference value for the wing surface area is changed from 500 sq. ft. in the original problem to 650 sq. ft. in our modified version compared with the reported optimal value of 667 sq. ft. With these changes from the original problem, NOMAD is able to obtain more consistently solutions with objective in a narrower range. All of our numerical tests are conducted on this simpler instance.

The optimization process is launched from 100 randomly generated starting points, selected within $\pm 10 \%$ of the reference values. The 46 design constraints are treated with the Extreme Barrier strategy. Hence, the infeasible solutions are simply rejected during optimization. The reference design being infeasible, an initial phase to find a feasible solution is conducted by NOMAD by minimizing the constraint violation function [9]. A maximal budget of 20,000 multidisciplinary analyses function calls is imposed.

Under these conditions, we observe that all solutions produced by NOMAD are strictly feasible, and the final objective function values range from $34,286 \mathrm{lbs}$ (best obtained objective value) to $36,500 \mathrm{lbs}$. In most cases, NOMAD terminates because the maximum number of evaluations is reached.

Data profiles are used to display the fraction of problems solved within a given tolerance of the best obtained objective value with respect to progression of the algorithms represented by the number of evaluations. The results displayed in Figure 4 are obtained for a tolerance of $\tau=5 \mathrm{E}-2$, which corresponds to the range [34,286;35,200] lbs reached by almost $75 \%$ of the runs. As for the analytic cases, the data profiles illustrate that the anisotropic mesh strategy outperforms the isotropic mesh strategy in reaching a solution within the given range even after a relatively low number of evaluations ( $>2,000$ evaluations).


Figure 4: Data profiles with a relative tolerance of $\tau=5 \mathrm{E}-2$ for the Supersonic Business Jet Design problem from 100 different starting points.

The histogram plot given in Figure 5 complements the data profile. It reveals that with a budget of 15,000 evaluations, for 21 of the 100 starting points, MADS 2 n (iso) and MADS 2 n (aniso) obtain solutions for which $\left|f_{\text {iso }}-f_{\text {aniso }}\right|<250 \mathrm{lbs}$, where $f_{\text {iso }}$ and $f_{\text {aniso }}$ denote the values of the solutions obtained by MADS $2 n$ (iso) and MADS $2 n$ (aniso), respectively. In other words, from these 21 starting points both algorithms have obtained comparable solution values. However, for 53 of the 100 starting points MADS 2 n (aniso) obtained a better solution than MADS 2 n (iso) and for the remaining 26 starting points MADS 2 n (iso) obtained a better solution than MADS $2 n$ (aniso). In addition, the maximum of the histogram plot is skewed to the right of the central bar which shows that the anisotropic strategy described in the paper is beneficial.

The above analyses pertain to 100 runs. Let us now focus on a single representative run from a feasible starting point that terminated with slightly less than 10,000 evaluations. Figure 6 shows the evolution of the anisotropy as the algorithms is deployed, by plotting the ratio of the minimum and maximum mesh size parameter values over all variables versus the number of blackbox evaluations on the runs MADS $2 n$ (iso) and MADS $2 n$ (aniso). Of course, the ratio is constant for the isotropic case and corresponds to the initial ratio for the anisotropic case. The value of this constant ratio is fixed by the poll size initialization, as described in Section 3.1. Here, there is a scaling difference of the order of $1 \mathrm{E}-3$ between all the variables.

The figure shows that quite rapidly, MADS 2 n (aniso) adapts the mesh size parameters to widely different magnitudes as the algorithm progresses. The bottom plot of the same figure shows the evolution of the best


Figure 5: Histogram plot of the difference in objective functions obtained by MADS $2 n$ (iso) and MADS 2 n (aniso) after 15,000 evaluations for 100 starting points.
feasible objective function value for MADS 2 n (aniso). Inspection of the log file reveals that the two downward spikes near evaluations 3,000 and 4,800 correspond to important decreases in the objective function values.

More precisely, between evaluations 4,803 and 4,816 , five consecutive successful incumbents are obtained, the objective function value reduces from $34,265.09 \mathrm{lbs}$ to $34,263,54 \mathrm{lbs}$, the maximum mesh size among all variables is increased from $1.4 \mathrm{E}-10$ to $5.9 \mathrm{E}-7$ and the minimum mesh size remains unchanged at $1.7 \mathrm{E}-15$. These successes are obtained while some of the design variables are kept constant but others changed values.

A similar behaviour was observed around iteration 8,500, except that in this case the objective function value improved marginally. Furthermore, most of the reduction in the objective function value was accomplished during the first 1,000 evaluations, but all variables changed values, which explains why there is no important spikes in the left part of the top plot.

## 5 Discussion

This work introduces a new way of defining and updating the mesh, the spatial discretization on which the MADS algorithm for blackbox optimization is based. It allows a simpler, more intuitive, and more general description of the algorithm, including a simplified convergence analysis. In practice, the new strategy enables the use of more general types of directions, and an automatic and dynamic way of scaling the variables.

We have compared the previous isotropic MADS approach with the proposed one. On both a collection of standard test problems and on an engineering application, the data profiles showed a clear domination of the anisotropic approach. Further investigation on the engineering problem showed that the anisotropy is exploited and allows to find better solutions more rapidly.

The proposed new algorithmic variant will be available in the release 3.7.0 of the NOMAD software package available at www.gerad.ca/nomad.

Priority in future research will be given to adapt the Progressive Barrier [7] for constraints to the new framework. Another project will analyze links between the anisotropic mesh size parameters and the vari-


Figure 6: Variation of the mesh size min/max ratio for a single run of the Supersonic Business Jet Design problem and objective function value versus number of function evaluations.
able sensitivities, together with the exploitation of this information for the variable-based decomposition techniques of $[2,8]$.

## Appendix: Convergence analysis of MADS with dynamic scaling

The convergence analysis of MADS with dynamic scaling follows the same two steps as in the previous isotropic case [6]. Under appropriate conditions, the first step proves the existence of a subsequence of iterations for which the norm of the mesh and poll size vectors converges to zero. The second step studies unsuccessful iterations, and considers the limit of a convergent subsequence of incumbent solutions $x^{k}$ for which the mesh size parameters goes to zero.

The key element of this analysis is that $f_{\Omega}\left(x^{k}\right)$ is less than or equal to the extreme barrier objective function value evaluated at each neighbouring poll points of $x^{k}$. Now, as the iteration $k$ goes to infinity, the distance from the poll points to the incumbent $x^{k}$ gets arbitrarily small, which leads to the satisfaction of necessary optimality conditions at the limit points.

The convergence analysis below relies on the standard assumptions that there exists a starting point $x^{0} \in V^{0} \cap \Omega$ such that $f\left(x^{0}\right)$ is finite, and that all iterates $\left\{x^{k}\right\}$ produced by the MADS algorithm lie in a bounded set. Another algorithmic requirement stated in Section 2.3 is that the $\beta_{j}$ parameters are such that
$\left(\beta_{j}\right)^{2}$ are rational numbers. This requirement imposed on the MADS algorithm is not an artifice of the proof since it cannot be relaxed as demonstrated in [4] on an example.

Proposition A. 1 The mesh and poll size vectors produced by a MADS instance satisfy

$$
\liminf _{k \rightarrow+\infty}\left\|\delta^{k}\right\|=\liminf _{k \rightarrow+\infty}\left\|\Delta^{k}\right\|=0
$$

Proof. Let $j \in\{1,2, \ldots, n\}$ be the index of a variable. Suppose by way of contradiction that there exists a negative integer $\rho$ for which the mesh index satisfies $r_{j}^{k}>\rho$ for all $k \geq 0$. It follows that the mesh size parameter $\delta_{j}^{k}=\delta_{j}^{0}\left(\beta_{j}\right)^{r_{j}^{k}-\left|r_{j}^{k}\right|}$ is bounded above by $\delta_{j}^{0}$ and bounded below by $\delta_{j}^{0}\left(\beta_{j}\right)^{2 \rho}$. Consequently, $\delta_{j}^{k}$ takes its value from the finite set $\left\{\delta_{j}^{0}\left(\beta_{j}\right)^{2 \rho}, \delta_{j}^{0}\left(\beta_{j}\right)^{2 \rho+2}, \ldots, \delta_{j}^{0}\right\}$ regardless of the iteration number $k \geq 0$.

But since $\left(\beta_{j}\right)^{2}$ is a rational number, there exists two integers $p_{j}$ and $q_{j}$ such that $\left(\beta_{j}\right)^{2}=\frac{p_{j}}{q_{j}}$. It follows that for every $k \geq 0$, there exists some finite integer $\zeta_{j}^{k}$ between $\rho$ and 0 such that $\delta_{j}^{k}=\delta_{j}^{0} \frac{\zeta_{j}^{k}}{\left(q_{j}\right)^{\rho}}$. Therefore, any trial point $t \in M^{k}$ satisfies Equation (3) and thus

$$
t_{j}=x_{j}^{0}+\sum_{\ell=0}^{k} \delta_{j}^{\ell} z_{j}^{\ell}=x^{0}+\frac{\delta_{j}^{0}}{\left(q_{j}\right)^{\rho}} \sum_{\ell=0}^{k} \zeta_{j}^{\ell} z_{j}^{\ell}
$$

for some initial point $x^{0} \in V^{0}$. In other words, the possible values taken by $t_{j}$ belong to the unbounded set $\left\{x_{j}^{0}, x_{j}^{0} \pm \frac{\delta_{j}^{0}}{\left(q_{j}\right)^{\rho}}, x_{j}^{0} \pm \frac{2 \delta_{j}^{0}}{\left(q_{j}\right)^{\rho}}, \ldots\right\}$ regardless of the iteration number $k$. But since all iterates produced by the MADS instance belong to a bounded set, then this implies that the trial points can take only finitely many different values in $\mathbb{R}^{n}$.

This contradicts the hypothesis that the mesh size parameter is bounded away from zero, implying, from the Mads Parameter update rule in Algorithm 1, that there are infinitely many successful iterations, and infinitely many different incumbent solutions.

The second step of the convergence analysis studies optimality conditions at some accumulation points of the sequences of mesh local optimizers $x^{k}$. The following definition introduces refining sequences, refined points and refining directions.

Definition A. 2 Let $U$ be the indices of the unsuccessful iterations. If $K$ is an infinite subset of $U$ such thatf $\lim _{k \in K}\left\|\delta^{k}\right\|=0$ and the sequence $\left\{x^{k}\right\}_{k \in K}$ converges to some $x^{*} \in \mathbb{R}^{n}$, then the set of poll centers $\left\{x^{k}\right\}_{k \in K}$ is said to be a refining sequence, and $x^{*}$ a refined point. Furthermore, if for each $k \in K$ there is a poll point $x^{k}+\operatorname{diag}\left(\delta^{k}\right) d^{k}$ for some direction $d^{k} \in D^{k}$ such that the sequence of normalized directions $\left\{\frac{v^{k}}{\left\|v^{k}\right\|}\right\}_{k \in K}$ (with $\left.v^{k}=\operatorname{diag}\left(\delta^{k}\right) d^{k}\right)$ converges to some $v^{*} \in \mathbb{S}^{n}$, then $v^{*}$ is called a refining direction.

Refined points are limits of mesh local optimizers on meshed that get infinitely fine.
Proposition A. 3 There exists a refining sequence and a refined point.
Proposition A. 1 ensures that there exists an infinite subset of indices $K$ for which $\lim _{k \in K}\left\|\delta^{k}\right\|=0$. The mesh size parameters are reduced only at the unsuccessful iterations, and therefore, it can be assumed without any loss of generality that $K \subseteq U$. Furthermore, all trial points are assumed to lie in a bounded set, and consequently we can also assume that the sequence $\left\{x^{k}\right\}_{k \in K}$ is convergent.

The next result shows that the Clarke generalized derivative at a refined point is nonnegative in a refining direction.

Theorem A. 4 Let $x^{*} \in \Omega$ be a refined point, with $v^{*} \in T_{\Omega}^{H}\left(x^{*}\right)$ a refining direction. If $f$ is Lipschitz near $x^{*}$ then $f^{\circ}\left(x^{*} ; v^{*}\right) \geq 0$.

Proof. Let $K$ be a subset of indices of unsuccessful iterations such that $\left\{x^{k}\right\}$ is a refining sequence converging to $x^{*} \in \Omega$ and $v^{*} \in T_{\Omega}^{H}\left(x^{*}\right)$ a refining direction.

By definition of the tangent cone, and since $\left\|v^{k}\right\| \leq\left\|\Delta^{k}\right\| \rightarrow 0$ for $k \in K$, then $x^{k}+v^{k} \in \Omega$ for all $k$ sufficiently large. Therefore, since polling at $x^{k}+v^{k}$ was unsuccessful it follows that

$$
\begin{aligned}
f^{\circ}\left(x^{*} ; v^{*}\right) & =\limsup _{\substack{y \rightarrow x^{*}, y \in \Omega \\
t \downarrow 0, y+t v^{*} \in \Omega}} \frac{f\left(y+t v^{*}\right)-f(y)}{t} \\
& =\limsup _{\substack{y \rightarrow x^{*}, y \in \Omega, w \rightarrow v^{*} \\
t \downarrow 0, y+t w \in \Omega}} \frac{f(y+t w)-f(y)}{t} \\
& \geq \limsup _{\substack{k \in K, y=x^{k}, w=\frac{v^{k}}{\left\|v^{k}\right\|}, t=\left\|v^{k}\right\|}} \frac{f(y+t w)-f(y)}{t} \\
& =\limsup _{k \in K} \frac{f\left(x^{k}+v^{k}\right)-f\left(x^{k}\right)}{\left\|v^{k}\right\|} \geq 0 .
\end{aligned}
$$

The next result constitutes the main convergence result. It states that if the mechanism used to produce the poll directions is sufficiently rich to generate a dense set of refining directions, then, under the constraint qualification that the hypertangent cone to $\Omega$ at a refined point $x^{*}$ is non-empty, then $x^{*}$ is a Clarke stationary point of the optimization problem.

Theorem A. 5 If the set of refining directions is dense in $\mathbb{S}$, and if $f$ is Lipschitz near the refined point $x^{*} \in \Omega$ where $T_{\Omega}^{H}\left(x^{*}\right) \neq \emptyset$, then $x^{*}$ is a Clarke stationary point, i.e., $f^{\circ}\left(x^{*} ; v\right) \geq 0$ for every direction $v \in T_{\Omega}^{C l}\left(x^{*}\right)$.

If the set of refining directions is dense in the sphere $\mathbb{S}$, then any normalize Clarke-tangent direction to $\Omega$ at a refined point $x^{*}$ is the limit of refining directions. The result follows from Theorem A.4.
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