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#### Abstract

To the best of our knowledge, the complexity of minimum sum-of-squares clustering is unknown. Yet, it has often been stated that this problem is NP-hard. We examine causes for such confusion and in the process show that a recent proof of Drineas et al. in Machine Learning 56, 9-33, 2004 is not valid and unlikely to be salvaged.
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## Résumé

Au meilleur de notre connaisance, la complexité de la classification avec le critère de moindre somme des carrés des erreurs est inconnue. Cependant, il a été souvent affirmé que ce problème est NP-difficile. Nous examinons les causes de telles confusions et ce faisant montrons qu'une preuve récente de Drineas et al. publiée dans Machine Learning 56, 9-33, 2004 n'est pas correcte et qu'il est peu probable qu'elle puisse être réparée.

Mots clés : classification, somme de carrés des erreurs, complexité.

## 1 Introduction

Clustering is a powerful tool for automated analysis of data. It addresses the following general problem: given a set of entities, find subsets, or clusters, which are homogeneous and/or well separated [27, 30, 40]. Homogeneity means that entities in the same cluster must be similar and separation that entities in different clusters must differ one from another.

One of the most used types of clustering is partitioning, where given a set $O=\left\{o_{1}, o_{2}\right.$, $\left.\ldots, o_{n}\right\}$ of $n$ entities, we look for a partition $P_{k}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ of $O$ into $k$ clusters such that

- $C_{j} \neq \emptyset \quad j=1, \ldots, k$;
- $C_{j_{1}} \cap C_{j_{2}}=\emptyset \quad j_{1}, j_{2}=1, \ldots, k$ and $j_{1} \neq j_{2}$;
- $\bigcup_{j=1}^{k} C_{j}=O$.

Many different criteria are used in the literature to express homogeneity and/or separation of the clusters to be found (see [24] for a survey). For instance, one may desire to maximize the split of a partition, i.e., the minimum dissimilarity between two entities assigned to two different clusters [8, 15], or to minimize the diameter, i.e., the largest dissimilarity between a pair of entities in the same cluster [23]. Among these criteria, the minimum sum of squared distances from each entity to the centroid of the cluster to which it belongs, or minimum sum-of-squares for short, is one of the most used, with the advantage that it expresses both homogeneity and separation (see [55], pages 60-61).

A mathematical programming formulation of the minimum sum-of-squares clustering (MSSC) problem is as follows:

$$
\begin{aligned}
& \min _{w, z} \quad \sum_{i=1}^{n} \sum_{j=1}^{k} w^{i j}\left\|X^{i}-z^{j}\right\|^{2} \\
& \text { subject to } \\
& \sum_{j=1}^{k} w^{i j}=1, \quad \forall i=1, \ldots, n \\
& w^{i j} \in[0,1], \quad i=1, \ldots, n ; j=1, \ldots, k .
\end{aligned}
$$

The $n$ entities $\left\{o_{1}, o_{2}, \ldots, o_{n}\right\}$ to be clustered are at given points $X^{i}=\left(X_{r}^{i}, r=1, \ldots, s\right)$ of $\mathbb{R}^{s}$ for $i=1, \ldots, n ; k$ cluster centers must be located at unknown points $z^{j} \in \mathbb{R}^{s}$ for $j=1, \ldots, k$; the norm $\|\cdot\|$ denotes the Euclidean distance between the two points in its argument, in the $s$-dimensional space under consideration. The decision variables $w^{i j}$ express the assignment of the entity $o_{i}$ to the cluster $j$. We assume that the number of entities $n$ is greater than $k$, otherwise the problem is trivially solved by locating the cluster centers at each entity position.

The problem is also sometimes referred to in the literature as the discrete clustering problem or the hard clustering problem. Besides, it is well-known as the problem tackled by the classical $k$-means clustering algorithm [35]. From an initial partition, $k$-means proceeds by reassigning the entities to their closest centroids and updating their positions until stability is reached. Although it does not provide the global optimum solution, $k$ means is popular due to its simplicity and fast local optimum convergence observed in practice. Moreover, it takes advantage of some mathematical properties of the MSSC formulation.

If $z$ is fixed, the condition $w^{i j} \in[0,1]$ can be replaced by $w^{i j} \in\{0,1\}$, since in an optimal solution for the resultant problem each entity belongs to the cluster with the nearest centroid. This is exactly what $k$-means does after recomputing the centroids. Besides, for a fixed $w$, the gradient of the objective function requires that at an optimal solution

$$
\sum_{i=1}^{n} w^{i j}\left(z_{r}^{j}-X_{r}^{i}\right)=0, \quad \forall j, r,
$$

i.e.,

$$
z_{r}^{j}=\frac{\sum_{i=1}^{n} w^{i j} X_{r}^{i}}{\sum_{i=1}^{n} w^{i j}}, \quad \forall j, r
$$

In other words, it states that the optimal cluster centers are always at the centroids of the clusters. The $k$-means heuristic recomputes the centroids of the clusters whenever reassignments are performed, thereby improving the cost of the MSSC solution according to the optimality condition just mentioned. Because reassignments are performed only if profitable and the number of partitions is finite, we can conclude that $k$-means always converges to a local minimum.

## 2 Computational complexity

First of all, it is important to remark that the computational complexity of a clustering problem depends on the criterion used. For instance, split maximization is polynomially solvable [8] while diameter minimization is NP-hard [4, 23]. However, several authors wrongly state that partitioning is NP-hard regardless of the clustering criterion [5, 7, 17, $18,21,22,28,33,45,51,53,52,56,58]$.

To the best of our knowledge, the computational complexity of minimum sum-of-squares clustering in the Euclidean metric for general values of $k$ and $s$ is still unknown. However, several incorrect statements have been made about this problem being known to be NPhard, many of them without providing a reference [14, 16, 34, 36, 46, 47, 49, 54, 60, 61].

Some confusion is also made $[5,9,17,18,22,32,41]$ by referring to a paper of Garey et al. [20], which provides a NP-hardness proof for the quantization problem by a reduc-
tion from the exact covering problem by triples, which is known to be a NP-complete problem [19]. The quantization problem is defined in [20] as follows.
"A source produces one sample of a random variable $X$ with equiprobable values in $\{1,2, \ldots, n\}$.
The encoder (quantizer) maps $X$ into a variable $Y$ with values in $\{1,2, \ldots, k\}$. The decoder maps $Y$ into a decision variables $Z$ with values in $\{1,2, \ldots, m\}$. If $X=i$ and $Z=j$ the resulting distortion is $d_{i j}$. All entries in the $n \times m$ matrix $\left[d_{i j}\right]$ are zeros or ones. The goal is to find an encoder function, $f: X \rightarrow Y$, and a decoder function, $g: Y \rightarrow Z$, such that the average distortion

$$
\frac{1}{n} \sum_{i=1}^{n} d_{i g(f(i)))}
$$

is as small as possible."
However, this is in fact a particular $k$-median problem (see e.g. [31] for a survey) where each cluster center is taken from a given finite set of fixed potential locations. This problem was already known to be NP-hard for general values of $k$ [29].

Other results due to Brücker [4] led to further confusion. This author proved that the partitioning problem is NP-hard for many different clustering criteria. In the classical book Computers and Intractability of Garey and Johnson [19], this paper is referenced in the following way:
"[MS9] CLUSTERING
INSTANCE: Finite set $X$, a distance $d(x, y) \in Z_{0}^{+}$for each pair $x, y \in X$, and two positive integers $K$ and $B$.
QUESTION: Is there a partition of $X$ into disjoint sets $X_{1}, X_{2}, \ldots, X_{k}$ such that, for $1 \leq i \leq k$ and all pairs $x, y \in X_{i}, d(x, y) \leq B$ ?
Reference: [Brücker, 1978] Transformation from GRAPH 3-COLORABILITY.
Comment: Remains NP-complete even for fixed $K=3$ and all distances in $\{0,1\}$. Solvable in polynomial time for $K=2$. Variants in which we ask that the sum, over all $X_{i}$, of $\max \left\{d(x, y): x, y \in X_{i}\right\}$ or of $\sum_{x, y \in X_{i}} d(x, y)$ be at most $B$ are similarly NP-complete (with the last one NP-complete even for $K=2$ )."

The problem described here is minimum diameter partitioning.
Despite the fact that nothing is mentioned about squared Euclidean distances in [4], many papers cited it to state that the MSSC is NP-hard [10, 37, 38, 39, 43, 44, 45, 57, 62], including one written by one of the present authors [26].

The papers [13, 28, 48, 56, 58] also cite Garey and Johnson's book without mentioning Brücker as a reference for MSSC to be NP-hard. This error may be due to the paragraph cited above or possibly to another one which refers to minimum sum-of-squares,

## "[SP19] MINIMUM SUM OF SQUARES

INSTANCE: Finite set $A$, a size $s(a) \in Z^{+}$for each $a \in A$, positive integers $K \leq|A|$ and $J$.
QUESTION: Can $A$ be partitioned into $K$ disjoint sets $A_{1}, A_{2}, \ldots, A_{K}$ such that

$$
\sum_{i=1}^{K}\left(\sum_{a \in A_{i}} s(a)\right)^{2} \leq J . "
$$

Clearly, this last problem is different from MSSC.
It is worthwhile to mention that, after reformulating its objective function, minimum sum-of-squares clustering is actually proved NP-hard for a general metric space. First of all, from the Huygens' theorem (see e.g. Edwards and Cavalli-Sforza [12]), the MSSC objective function aforementioned can be rewritten as

$$
\sum_{i=1}^{n} \sum_{j=1}^{k} w^{i j}\left\|X^{i}-z^{j}\right\|^{2}=\sum_{j=1}^{k} \frac{\sum_{i=1}^{n-1} \sum_{\ell=i+1}^{n} w^{i j} w^{\ell j}\left\|X^{i}-X^{\ell}\right\|^{2}}{\left|C_{j}\right|}
$$

where $\left|C_{j}\right|$ refers to the cardinality of the $j$-th cluster. This equivalence relation only makes sense for the Euclidean metric, since in its absence, the notion of centroids as cluster centers is meaningless. When clustering in a general metric space, the right-hand side formula is used to express the minimum sum-of-squares criterion. This is a strong assumption since the derivation of Huygens' result presupposes an Euclidean space.

Welch [59] examined a graph-theoretical proof of NP-hardness for the minimum diameter partitioning proposed in [23], and extended it to show NP-hardness of other clustering problems such as the MSSC. The proof that the minimum diameter partitioning is NP-hard is by reduction from the chromatic number of a graph, which asks if a graph $G=(V, E)$ can be colored with $M$ colors in such a way that both endpoints of an edge never has the same color. The polynomial transformation is performed as follows. The dissimilarity between each pair of entities $i$ and $j$ in $G$, denoted $d_{i j}$, is made equal to 1 if the edge $(i, j) \in E$, and equal to 0.5 otherwise. Thus, if the optimal partition into $M$ clusters has minimum diameter equal to 0.5 , then $G$ is $M$-colorable, otherwise it is not. In [59], the chromatic number is reduced to the minimum sum-of-squares partitioning by the same transformation, except for making $d_{i j}=0$ instead of 0.5 if the edge $(i, j)$ did not belong to $E$. Then, the minimum sum-of-squares is equal to 0 if the graph was $M$-colorable, and different from this value otherwise. However, this proof does not hold anymore in Euclidean metric spaces due to the fact that points belonging to $\mathbb{R}^{s}$ must necessarily obey triangle inequalities, i.e., it is not possible to have $d_{i j}=d_{j \ell}=0$ and $d_{i \ell}=1$.

For some $k$ and $s$ fixed, the Euclidean MSSC problem can in principle be solved in polynomial time. For instance, the number of bipartitions is polynomially bounded for fixed dimensions (see [25]) which leads to an $O\left(n^{s+1} \log n\right)$ algorithm. Moreover, if $s=1$, Euclidean MSSC can be solved in $O\left(n^{2} c\right)$ time using dynamic programming $[2,50]$.

## 3 An incorrect reduction from the $k$-section problem

Recently, Drineas et al. [11] proposed a NP-hardness proof for the Euclidean MSSC with $k=2$ and general $s$ by a reduction from the minimum bisection problem, whose objective is to partition a graph into two equal-sized parts so as to minimize the number of edges going between the two parts. The authors state that a proof for $k>2$ is similar via a reduction to the minimum $k$-section problem. The paper is already cited in [1, 3, 6,42 ] as giving a proof that MSSC is NP-hard.

The polynomial transformation for performing the reduction from the bisection problem is described by the authors as follows:
"Let $G=(V, E)$ be the given graph with $n$ vertices $1, \ldots$, n, with $n$ even. Let $d(i)$ be the degree of the i'th vertex. We will map each vertex of the graph to a point with $|E|+|V|$ coordinates. There will be one coordinate for each edge and one coordinate for each vertex. The vector $X^{i}$ for a vertex $i$ is defined as $X^{i}(e)=1$ if $e$ is adjacent to $i$ and 0 if $e$ is not adjacent to $i$; in addition $X^{i}(i)=M$ and $X^{i}(j)=0$ for all $j \neq i$."

Figure 1 illustrates such a transformation for a given graph. It can be checked in the example that all partitions with non-empty clusters have the same cost value regarding the last $|V|$ coordinates. Correcting an error in the proof presented in [11], we will show that this is always true for any Euclidean MSSC instance constructed by the proposed transformation.

Let us consider a bipartition of the entities into two clusters $P$ and $Q$ whose cardinalities are denoted $p$ and $q$, respectively. Regarding the last $|V|$ coordinates of the centroids, we have for $i=1, \ldots,|V|$

$$
\begin{aligned}
& z_{|E|+i}^{P}=\left\{\begin{array}{rll}
\frac{M}{p} & : & \text { if } i \in P \\
0 & : & \text { otherwise }
\end{array}\right. \\
& z_{|E|+i}^{Q}=\left\{\begin{array}{rll}
\frac{M}{q} & : & \text { if } i \in Q \\
0 & : & \text { otherwise }
\end{array}\right.
\end{aligned}
$$



$$
\begin{aligned}
X^{7} & =(1,1,0,0,0,0, \mathrm{M}, 0,0,0,0)^{\mathrm{T}} \\
X^{8} & =(0,1,1,1,0,0,0, \mathrm{M}, 0,0,0)^{\mathrm{T}} \\
X^{9} & =(0,0,0,1,1,0,0,0, \mathrm{M}, 0,0)^{\mathrm{T}} \\
X^{10} & =(1,0,0,0,0,1,0,0,0, \mathrm{M}, 0)^{\mathrm{T}} \\
X^{1 l} & =(0,0,1,0,1,1,0,0,0,0, \mathrm{M})^{\mathrm{T}}
\end{aligned}
$$

Figure 1: Transformation of a graph into an Euclidean MSSC instance as defined by [11].

Therefore, the sum of squared distances of each entity to its centroid, limited to the last $|V|$ coordinates, is equal to

$$
\begin{aligned}
p(M & \left.-\frac{M}{p}\right)^{2}+q\left(M-\frac{M}{q}\right)^{2}+\mathbf{p}(\mathbf{p}-\mathbf{1})\left(\mathbf{0}-\frac{\mathbf{M}}{\mathbf{p}}\right)^{\mathbf{2}}+\mathbf{q}(\mathbf{q}-\mathbf{1})\left(\mathbf{0}-\frac{\mathbf{M}}{\mathbf{q}}\right)^{2} \\
& =n M^{2}-4 M^{2}+M^{2}\left(\frac{1}{p}+\frac{1}{q}\right)+2 M^{2}-M^{2}\left(\frac{1}{p}+\frac{1}{q}\right) \\
& =(n-2) M^{2} .
\end{aligned}
$$

In Drineas et al. [11], the authors forget to add the squared distances of the null components to the centroids, which are indicated in boldface in the expression. If they are not taken into consideration, then the sum-of-squares limited to the last $|V|$ coordinates is equal to

$$
n M^{2}+M^{2}\left(\frac{1}{p}+\frac{1}{q}\right)-4 M^{2}
$$

which is minimum whenever $p=q=n / 2$. Thus, if $M$ is made sufficiently large, then balanced bipartitions have costs strictly smaller than unbalanced ones, since the contribution for the cost limited to the first $|E|$ coordinates is assuredly upper bounded. In fact, for $p=q$, this latter value is minimized when the solution of the Euclidean MSSC is the balanced bipartition that corresponds to the minimum bisection in the original graph (see Drineas et al. [11], page 16).

Unfortunately, after correcting the expression of the cost regarding the last $|V|$ coordinates, it does not depend any more on how the entities are distributed among the clusters. This implies that the proposed reduction from minimum bisection is invalid.

In order to fix the proof, the first idea that comes up to mind is to propose another polynomial transformation for which the balanced bipartitions have costs really strictly smaller than that of any unbalanced bipartition. However, the following proposition shows this cannot happen (the proof is presented in the appendix).

Proposition 1 For any instance of $M S S C$ with $n>2$ and $n$ even, there is always a balanced bipartition with cost greater or equal to the cost of a bipartition unbalanced by one element.

Therefore, it is not possible to produce an Euclidean MSSC instance as needed. Moreover, the following corollary shows that obtaining a proof of NP-hardness for the Euclidean MSSC for $k$ greater than 2 from the minimum $k$-section is unlikely.

Corollary 1 Given $n \equiv 0(\bmod k)$ distinct points in the $s$-dimensional Euclidean space, there is no MSSC instance with $n>k \geq 2$ such that the cost of balanced partitions are strictly smaller than the cost of unbalanced partitions.

Proof. From proposition 1, it suffices to look at the sum-of-squares of the entities of two clusters to conclude that it is not possible to arbitrarily change the cluster assignment of an entity always obtaining a partition with smaller cost

## 4 Concluding remarks

Many incorrect statements about MSSC being NP-hard have been made. We discussed their probable causes. Also, besides pointing out a mistake in the proof of Drineas et al [11] published in Machine Learning volume 56, we presented arguments to claim that a proof of NP-hardness of the Euclidean MSSC by reduction from the minimum $k$-section with $k \geq 2$ is unlikely to exist.

## A Appendix

Proof. Let $d_{i j}$ be equal to the squared Euclidean norm between entities $o_{i}$ and $o_{j}$, i.e., $\left\|X^{i}-X^{j}\right\|^{2}$ (in fact, this proof holds more generally for any dissimilarity matrix $D=\left(d_{i j}\right)$ for which the following properties are satisfied: $d_{i j} \geq 0, d_{i i}=0$ and $d_{i j}=d_{j i}$ for $i, j=$ $1, \ldots, n$.)

Assume by contradiction that our hypothesis is false, i.e., all balanced bipartitions have cost strictly smaller than bipartitions unbalanced by one element. Thus, if we consider a particular balanced bipartition with clusters $P$ and $Q$, and a particular unbalanced bipartition for which the entity $o_{1}$ leaves cluster $P$ and goes to cluster $Q$, we have that

$$
\frac{\sum_{o_{i}, o_{j} \in P} d_{i j}}{n / 2}+\frac{\sum_{o_{i}, o_{j} \in Q} d_{i j}}{n / 2}-\frac{\sum_{o_{i}, o_{j} \in P \backslash\left\{o_{1}\right\}} d_{i j}}{n / 2-1}-\frac{\sum_{o_{i}, o_{j} \in Q} d_{i j}}{n / 2+1}-\frac{\sum_{o_{i} \in Q} d_{1 i}}{n / 2+1}<0,
$$

By equalizing the denominators, we have that

$$
\begin{aligned}
& \left(\frac{n^{2}}{4}-1\right)\left(\sum_{o_{i}, o_{j} \in P \backslash\left\{o_{1}\right\}} d_{i j}+\sum_{o_{i} \in P} d_{1 i}+\sum_{o_{i}, o_{j} \in Q} d_{i j}\right) \\
& \quad-\left(\frac{n^{2}}{4}+\frac{n}{2}\right) \sum_{o_{i}, o_{j} \in P \backslash\left\{o_{1}\right\}} d_{i j}-\left(\frac{n^{2}}{4}-\frac{n}{2}\right)\left(\sum_{o_{i}, o_{j} \in Q} d_{i j}+\sum_{o_{i} \in Q} d_{1 i}\right)<0
\end{aligned}
$$

and

$$
\begin{align*}
& \left(\frac{n^{2}}{4}-1\right) \sum_{o_{i} \in P} d_{1 i}-\left(\frac{n}{2}+1\right) \sum_{o_{i}, o_{j} \in P \backslash\left\{o_{1}\right\}} d_{i j} \\
&  \tag{1}\\
& \quad+\left(\frac{n}{2}-1\right) \sum_{o_{i}, o_{j} \in Q} d_{i j}-\left(\frac{n^{2}}{4}-\frac{n}{2}\right) \sum_{o_{i} \in Q} d_{1 i}<0
\end{align*}
$$

Let us now consider the sum of all expressions of type (1) for balanced bipartitions on which the entity $o_{1}$ is initially assigned to cluster $P$ and then moved to cluster $Q$. There are $\binom{n-2}{n / 2-2}$ cases when $o_{1}$ and $o_{i}$ are assigned to cluster $P,\binom{n-2}{n / 2-1}$ cases when $o_{1}$ and $o_{i}$ are assigned to cluster $Q,\binom{n-3}{n / 2-3}$ cases when $o_{i}$ and $o_{j}, i \neq j \neq 1$, belong to cluster $P \backslash\left\{o_{1}\right\}$, and $\binom{n-3}{n / 2-2}$ additions cases $o_{i}$ and $o_{j}, i \neq j \neq 1$, belong to cluster $Q$. Thus, we have

$$
\begin{align*}
{\left[\binom{n-2}{\frac{n}{2}-2}\left(\frac{n^{2}}{4}-1\right)\right.} & \left.-\binom{n-2}{\frac{n}{2}-1}\left(\frac{n^{2}}{4}-\frac{n}{2}\right)\right] \sum_{i=2}^{n} d_{1 i} \\
& +\left[\binom{n-3}{\frac{n}{2}-2}\left(\frac{n}{2}-1\right)-\binom{n-3}{\frac{n}{2}-3}\left(\frac{n}{2}+1\right)\right] \sum_{\substack{i<j \\
i \neq 1}} d_{i j}<0 \tag{2}
\end{align*}
$$

By symmetry in (2), the following expressions are obtained.

$$
\begin{aligned}
& {\left[\binom{n-2}{\frac{n}{2}-2}\left(\frac{n^{2}}{4}-1\right)-\binom{n-2}{\frac{n}{2}-1}\left(\frac{n^{2}}{4}-\frac{n}{2}\right)\right] \sum_{\substack{i=1 \\
i \neq 2}}^{n} d_{2 i}} \\
& +\left[\binom{n-3}{\frac{n}{2}-2}\left(\frac{n}{2}-1\right)-\binom{n-3}{\frac{n}{2}-3}\left(\frac{n}{2}+1\right)\right] \sum_{\substack{i<j \\
i, j \neq 2}} d_{i j}<0 \\
& {\left[\binom{n-2}{\frac{n}{2}-2}\left(\frac{n^{2}}{4}-1\right)-\binom{n-2}{\frac{n}{2}-1}\left(\frac{n^{2}}{4}-\frac{n}{2}\right)\right] \sum_{i=1}^{n-1} d_{n i}} \\
& +\left[\binom{n-3}{\frac{n}{2}-2}\left(\frac{n}{2}-1\right)-\binom{n-3}{\frac{n}{2}-3}\left(\frac{n}{2}+1\right)\right] \sum_{\substack{i<j \\
j \neq n}} d_{i j}<0 .
\end{aligned}
$$

By summing up all of them, we obtain in the left-hand side of the resulting expression $\frac{n(n-1)}{2}$ terms of the form

$$
\begin{aligned}
2\left[\binom{n-2}{\frac{n}{2}-2}\left(\frac{n^{2}}{4}-1\right)-\right. & \left.\binom{n-2}{\frac{n}{2}-1}\left(\frac{n^{2}}{4}-\frac{n}{2}\right)\right] \\
& +(n-2)\left[\binom{n-3}{\frac{n}{2}-2}\left(\frac{n}{2}-1\right)-\binom{n-3}{\frac{n}{2}-3}\left(\frac{n}{2}+1\right)\right] d_{i j}
\end{aligned}
$$

which appear for each pair of entities $o_{i}$ and $o_{j}$ of the instance.
After some algebraic manipulations, we conclude that each one of these terms is equal to zero which implies a contradiction
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