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Abstract: We propose a generalized decomposition approach for production planning problems with process configuration decisions. These problems appear in contexts where the machines are set up according to specific patterns, templates, or, in general, process configurations that allow to simultaneously produce products of different types. The problem consists of determining feasible process configurations for the machines and the production level for each used configuration to fulfill the given demand at the minimum total cost. The proposed approaches make use of logic–based Benders reformulations, which decompose the original problem into a master problem, where the configurations are determined, and a set of subproblems, where production planning decisions are determined. These reformulations can either be solved using a cutting plane algorithm or a branch–and–check algorithm. Reformulation enhancements through logic–based inequalities generated for subsets of products with common characteristics are proposed. Computational experiments on applications from the literature in the steel industry and the printing industry are carried out. Results show that the proposed methods find optimal solutions much faster than the benchmark approaches, and have a superior performance in terms of the number of instances optimally solved and solutions quality.
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1 Introduction

Many manufacturing environments are designed to flexibly produce different product types simultaneously to achieve an efficient use of the production equipment. In these contexts, machines are set up according to process configurations which determine the specific combination of different products to produce at the same time. The produced amounts depend on the production level for each configuration. The setup operations, which consist of changing the configurations on the machines, can be costly and time-consuming. Production environments with these features appear, for instance, in the printing industry (Yiu et al., 2007; Tuyttens and Vandaele, 2014; Baumann et al., 2015), where machines are set up using printing plates with different designs to be printed simultaneously; the apparel industry (Degraeve and Vandebroek, 1998; Degraeve et al., 2002; Martens, 2004), where templates with different stencils are used to cut different pieces of clothes at the same time; and the molded packaging industry (Martínez et al., 2019), where a set of different molds is attached to the machines to produce packages of different shapes simultaneously.

We address the integrated production planning problem that occurs in the described manufacturing contexts. The problem includes process configuration decisions, i.e., determining feasible configurations for the machines, and production planning decisions, i.e., deciding the production level of each configuration, in order to fulfill the demand at the minimum total cost. This class of problems is complex to solve due to the particularities of each decision level and the interaction between these two decisions. Firstly, various technical constraints are typically considered to ensure that the configurations are feasible in practice. Moreover, the number of possible configurations might increase exponentially with the number of product types and the size of the machines. Secondly, at the same time as the configurations are determined, the production level for each one of them must be decided (e.g., the number of times that each configuration is used) to obtain the produced quantities. The integration of these decisions typically leads to non-linear formulations (Hajizadeh and Lee, 2007; Degraeve and Vandebroek, 1998), as the produced amounts are determined as the multiplication of decision variables related to both the configurations used and their production levels.

The study of this problem in a general context is hence motivated by its complexity and wide applicability in different industries. Moreover, there is still a lack of efficient exact algorithms for these challenging problems. This study aims to fill the important gap in this area by proposing a solution framework based on the logic-based Benders decomposition (LBBD) technique which can be generalized to tackle various applications of this problem.

The main contributions of this paper are threefold. First, we propose exact solution methods to address a variety of production planning problems which integrate process configuration decisions. The proposed approaches use a general decomposition framework and two exact algorithms to find optimal solutions. Second, we propose reformulation enhancements to the framework through logic-based inequalities which take advantage of the possibility to group products according to common characteristics derived from the input data. Third, we present extensive computational experiments to analyze the performance of the decomposition framework, reformulation enhancements, and algorithms to solve the problems in different practical contexts. We apply our general framework on applications in the steel industry and the printing industry as described in the literature, and show that the proposed methods outperform the benchmark approaches for these problems.

The remainder of this paper is structured as follows. The next section reviews the literature regarding LBBD methods. Section 3 presents a general description of the problem, the decomposition framework, and the reformulation enhancements. Section 4 presents the applications of the proposed methods to the problems in the steel industry and the printing industry, and the computational results. Finally, Section 5 presents concluding remarks.
2 Literature review

Logic–based Benders decomposition is an extension of the Benders decomposition methods, where the formulation of the Benders cuts is not limited to solve the dual linear programs of the subproblems. Similar to classical Benders decomposition, LBBD assigns values to the complicating variables in the master problem and finds the best solution consistent with these values. Instead of solving the dual of the subproblems that remain when the complicating variables take fixed values, LBBD solves an inference dual, where a proof of optimality within an appropriated logical formalism is derived based on the fixed values of some of the variables and the constraints of the original problem. Logic–based Benders provides no standard scheme to generate Benders cuts so that they must be devised specifically for each problem class (Hooker and Ottosson, 2003). There are two common implementations of the LBBD: the original LBBD implementation, which can be seen as a cutting plane approach, and the branch–and–check implementation (B&Ch), where the cuts are generated and added during the branch–and–bound process.

The flexibility of LBBD provides an advantage, as it can be applied to any problem without requiring a specific partition for the integer and continuous variables to define the master problem and the subproblems. It also allows to use hybrid implementations which make use of different purpose solvers, such as Constraint Programming (CP), and Mixed Integer Programming (MIP) solvers. Many LBBD algorithms have been developed to solve a wide range of problems such as production planning problems (Hooker, 2007; Tran et al., 2016), location problems (Fazel-Zarandi and Beck, 2012; Fazel-Zarandi et al., 2013), transportation (Riedler and Raidl, 2018), and home health care operations planning (Riise et al., 2016; Roshanaei et al., 2017a,b). However, various challenges to achieve efficient implementations have been pointed out in the literature, such as the importance of having a tight relaxation of the subproblems in the master problem, the frequency of solving the subproblems, and the formulation of strong Benders’ cuts (Hooker, 2007; Thorsteinsson, 2001; Roshanaei et al., 2017a).

Table 1 presents a review of related works which use LBBD methods to solve operations planning problems. This table specifies the related studies, the applications studied, the implementation approaches, the solvers used, and the enhancement strategies proposed in each work as an attempt to improve the performance of the developed LBBD methods.

<table>
<thead>
<tr>
<th>Papers</th>
<th>Application(s)</th>
<th>Implementation</th>
<th>Solvers</th>
<th>Enhancements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thorsteinsson (2001)</td>
<td>Two scheduling problems with different parallel machines and the capacitated vehicle routing problem with times windows.</td>
<td>✓</td>
<td>✓ ✓ ✓</td>
<td>A greedy algorithm to support the cuts formulation</td>
</tr>
<tr>
<td>Wheatley et al. (2015)</td>
<td>Inventory-location problem with service constraints.</td>
<td>✓</td>
<td>✓ ✓</td>
<td>A restrict-and-decompose algorithm (RDA)</td>
</tr>
<tr>
<td>Riise et al. (2016)</td>
<td>An outpatient scheduling problem.</td>
<td>✓</td>
<td>✓ ✓</td>
<td>Valid inequalities, multi-stage LBBD</td>
</tr>
<tr>
<td>Tran et al. (2016)</td>
<td>A parallel machine scheduling problem with setups.</td>
<td>✓</td>
<td>✓ ✓ ✓</td>
<td>TSP specialized solver to solve the subproblems</td>
</tr>
<tr>
<td>Delorme et al. (2017)</td>
<td>Orthogonal stock cutting problems.</td>
<td>✓</td>
<td>✓ ✓ ✓</td>
<td></td>
</tr>
</tbody>
</table>
In general, most of the research on LBBD methods target variants of the classical scheduling problems. In these decomposition frameworks, the master problem assigns tasks to resources, whereas the subproblem determines a feasible sequencing of the tasks given their allocation to resources. The master problem is solved using an MIP solver, whereas the subproblems are typically solved using CP techniques (Thorsteinsson, 2001; Beck, 2010).

The studies in Table 1 also present discussions about the challenges to achieve efficient LBBD algorithms with respect to the generation of stronger Benders cuts, including a tight relaxation of the subproblem in the master problem, the use of specialized techniques to solve the master problem and subproblems, and the timing to add the Benders cuts (i.e., the choice between LBBD and B&Ch implementations). For instance, Beck (2010) presents an empirical comparison between the LBBD and the B&Ch implementations, which shows that B&Ch algorithms can lead to a significant improvement over the LBBD when the master problem is significantly more difficult to solve than the subproblems. Comparisons between these two implementations presented in Tran et al. (2016) also highlight the superiority of B&Ch implementations over the LBBD on more complex problems. Strategies to solve more efficiently the LBBD reformulations are proposed by Tran et al. (2016), who use a TSP specialized solver for the subproblems, and Riise et al. (2016), who propose a 3-level framework where the master problem is solved using a LBBD algorithm.

Our methodological contributions with respect to this literature relate to the development of a general logic–based Benders decomposition framework that can be applied to a variety of practical problems which combine process configuration and production planning decisions. Our decomposition framework is applied to this class of problems which typically include non–linear constraints. Moreover, we propose reformulation enhancements to the general framework where logic–based inequalities are derived based on the possibility to group products with common characteristics in the input data. These inequalities are added dynamically to the problem in order to strengthen the relaxation of the subproblem considered in the master. We also present an empirical analysis of the performance of the LBBD and B&Ch implementations.

3 General description and notation

Section 3.1 provides the general notation for integrated process configuration and production planning problems. Sections 3.2 and 3.3 present the proposed logic–based Benders reformulations, and Section 3.4 shortly describes the solution algorithms.

3.1 The integrated process configuration and production planning problem

We consider integrated production planning problems that can be described using a general model (1)–(6). Variable vector $x$ represents the configuration decisions which determine the configurations to be used in the machines, i.e., the combination of different products produced at the same time. In a more general case, these variables also determine the sequence in which the configurations should be scheduled. Variable vector $y$ represents the production planning decisions, which determine the production levels of each configuration and other planning decisions, such as inventory levels and overproduction, among others. Variable vector $q$ represents the production quantities for each product, which are determined in terms of the variables for the used configurations and their production levels.

**Objective function:** $\min c^T x + d^T y$ (1)

**Process configuration constraints:** $Ax \geq a$ (2)

**Linking constraints:** $Bx + Cy \geq b$ (3)

**Production quantities constraints:** $q = f(x, y)$ (4)

**Production planning constraints:** $Dy + Eq \geq e$ (5)

**Domain of the variables:** $x \in \mathbb{B}^{|A|}$; $y \in Y$; $q \geq 0$ (6)
The objective function (1) minimizes the total cost of the configuration and production planning. The configuration costs include setup costs, whereas the total production planning costs can include costs associated to the production level for each configuration, overproduction, among others. Constraints (2) are related to the configuration decisions and ensure that the configurations used satisfy the technical conditions of the manufacturing environment. Constraints (3) link the production level of each configuration with the setup variables. Constraints (4) compute the production quantities. The function \( f(x, y) \) is typically non-linear, considering that the production amounts are computed as the product of the variables for the configuration decisions and the production level of each configuration. Some examples on how this function is defined are presented in Section 4 for the applications in the steel industry and the printing industry. Constraints (5) are related to the production planning decisions, which include demand fulfillment and other production constraints depending on the application. Constraints (6) define the domain of the variables as follows: \( x \) is a \(|A|\)-dimensional vector of binary variables; \( y \in Y \), where \( Y = \{(y_1, y_2) \in \mathbb{R}^{|B|}_+ \times \mathbb{Z}^{|C|}_+\} \), considering that the production planning decisions can involve both continuous and integer variables; and \( q \) are non-negative variables.

### 3.2 Logic–based Benders decomposition framework

This framework makes use of the logic–based Benders decomposition technique to reformulate problems of the form (1)–(6). It consists of a master problem (MP1), a set of subproblems (SPs), and the logic–based Benders cuts (BCs). MP1 is a relaxation of the original formulation (1)–(6) where the complicating non-linear constraints (4) which compute the production quantities are relaxed. The SPs provide bounding functions for the production quantities given fixed values for the configuration variables. The BCs are valid inequalities added to the master problem to impose the bounds derived in the SPs.

MP1 can be formulated as the problem of minimizing the objective function (1) subject to constraints (2)–(3) and (5)–(7). Constraints (7) are a relaxation of the SPs included in the master to approximate the production quantities. Note that an optimal solution of MP1 is a valid lower bound for the original problem.

Production quantities approximation: \( q \geq Fx + Gy \) \hspace{1cm} (7)

The SPs use fixed values for the configurations variables \( \bar{x} \) to provide a linear approximation function \( \beta_{\bar{x}}(x, y) \) for the production quantities. Function \( \beta_{\bar{x}} \) must provide valid bounds on the production quantities for any given value \((x, y)\) which satisfies the feasible space of MP1 and, in particular, this function equals the correct value for the production quantities according the original problem when the configuration variables and production planning variables take the same value as \( \bar{x} \) and \( \bar{y} \), respectively (i.e., \( \beta_{\bar{x}}(\bar{x}, \bar{y}) = f(\bar{x}, \bar{y}) \)).

The BCs (8) impose the bounds derived in the SPs on the production quantity variables, where \( \mathcal{H} \) (indexed by \( h \)) is the set of feasible configurations that can be used and \( \bar{x}^h \) represents the corresponding values for the configurations variables. These logic–based Benders cuts are added dynamically to MP1 according to the instructions of the solution algorithm in order to avoid the complete enumeration of all possible configurations \( \mathcal{H} \).

Logic-based Benders cuts (BCs): \( q \geq \beta_{\bar{x}^h}(x, y) \quad \forall h \in \mathcal{H} \) \hspace{1cm} (8)

The way in which function \( \beta_{\bar{x}^h} \) is defined varies from one context to another. However, we present inequalities (9) and (10) as a more explicit form for the BCs (8), where \( \theta_{\bar{x}^h} \) is a linear function which computes the production quantity of each product using the fixed values \( \bar{x}^h \), and parameter \( M \) can be computed as an upper bound on the production quantities or as the difference on the production quantities w.r.t. function \( \theta_{\bar{x}^h} \) when variables \( x \) take values different from \( \bar{x}^h \). The logic of these cuts is such that (9) and (10) give an upper and lower bound on the production quantities, respectively, and both cuts give \( q = f(\bar{x}^h, \bar{y}) \) when the configuration variables \( x \) are fixed to the values \( \bar{x}^h \) and the
production planning variables \( y \) are fixed to a given value \( \bar{y} \). Generally, only one of these sets of cuts is enough to ensure that variables \( q \) take the correct values according to the original problem.

\[
q \leq \theta_{xz}(x, y) + M \sum_{j \in A: x^h_j = 1} (1 - x_j) + M \sum_{j \in A: x^h_j = 0} x_j \quad \forall h \in H
\]

\[
q \geq \theta_{xz}(x, y) - M \sum_{j \in A: x^h_j = 1} (1 - x_j) - M \sum_{j \in A: x^h_j = 0} x_j \quad \forall h \in H
\]

### 3.3 Enhanced reformulation through logic–based subset inequalities

We introduce the logic–based subset inequalities (SIs) proposed for the general decomposition framework. These inequalities are specifically formulated to strengthen the bounds on the production quantities by considering a particular subset of products with common characteristics within a certain configuration, rather than the entire set of the products in the configuration at a time. In order to do this, the complete set of products is classified into groups according to common characteristics derived from input data (e.g., products of the same size or products with similar demand). We make use of the new logical variables \( z \in \mathbb{B}^{|D|} \), which are linked to the configuration variables \( x \) by the following constraints.

**Linking constraints for the new variables:**

\[
Hx + Iz \geq g
\]

The master problem (MP2) in this enhanced reformulation is defined as MP1, constraints (11), and the domain of the new logical variables \( z \). Constraints (11) link the configuration variables in such a way that variables \( z \) equal 1 if a given group of products appears in a certain configuration, 0 otherwise. Note that, given a configuration \( h \in H \) which specifies the combination of products produced at the same time, the combination of different groups in such configuration \( \bar{z}^h \) can therefore be determined.

The SIs (12) are derived based on the fixed values \( \bar{z}^h \). The logic of these inequalities is such that, if a specific group of products appears in a certain configuration (i.e., a subset \( D' \subseteq D \) of the new variables equals 1), then a stronger bound \( q \geq \alpha_{xz}(x, y) \) can be imposed on the production quantities, where \( \alpha_{xz} \) is a linear function which provides an approximation of the production quantities based on the values \( \bar{z}^h \). The SIs should provide stronger bounds than the subproblems relaxation (7) in order to achieve an improved performance. These inequalities are added dynamically to MP2 at the same time as the BCs.

**Logic-based subset inequalities (SIs):**

\[
q \geq \alpha_{xz}(x, y) - M \sum_{g \in D': \bar{z}^h_g = 1} (1 - z_g) \quad \forall h \in H
\]

### 3.4 LBBD implementations

We present an LBBD and a branch–and–check algorithm to solve the proposed reformulations. Both algorithms converge to optimality after a finite number of steps if the Benders cuts provide a valid lower bound on the production quantities variables \( q \) for any feasible \((x, y)\), and make \( q = f(\bar{x}, \bar{y}) \) when \( x \) and \( y \) are fixed to given values \( \bar{x} \) and \( \bar{y} \), respectively. We refer to the description of these implementations in Hooker and Ottosson (2003); Hooker (2007), and Thorsteinsson (2001) for further details.

The LBBD algorithm is implemented as a cutting plane approach which iterates between solving the MP and the SPs until a globally optimal solution is found and proved. At each iteration, the MP is solved to optimality, then the SPs compute the correct values for the production amounts \( f(\bar{x}, \bar{y}) \), where \((\bar{x}, \bar{y})\) are the values of variables \((x, y)\) in the current optimal solution of the MP, derive the BCs, and the SIs. The BCs are added for each case where \( q \neq f(\bar{x}, \bar{y}) \), where \( q \) are the values of variables \( q \) in the current optimal solution of the MP. A lower bound for the original problem, which corresponds
to the objective value of the MP optimal solution, is obtained after each iteration. An upper bound is also obtained by determining feasible values for the production variables given the configurations used in the MP solution. The algorithm finds an optimal solution for the original problem when the MP solution satisfies $\bar{q} = f(\bar{x}, \bar{y})$ for all the cases.

The B&Ch algorithm is implemented using the branch–and–bound callbacks of an MIP solver as follows. First, the linear problem of the MP is solved. If the solution of the MP is not integer, then branching starts. If an integer feasible solution is found, then the values $f(\bar{x}, \bar{y})$ are calculated, where $(\bar{x}, \bar{y})$ are the values of variables $(x, y)$ in the current MP solution. Next, the BCs and the SIs are derived. The BCs are added for each case where $\bar{q} \neq f(\bar{x}, \bar{y})$, where $\bar{q}$ are the values of variables $q$ in the current integer solution of the MP, and then the branching continues. The algorithm finds an optimal solution when the lower bound equals the upper bound in the search tree.

4 Applications of the proposed solution frameworks

The proposed solution frameworks are applied to different problems in the literature where process configuration and production planning decisions are jointly made. Sections 4.1 and 4.2 present the problems and the computational results for applications in the steel tube industry and the printing industry, respectively.

4.1 Applications in the steel tube industry

We consider three variants of the continuous stock cutting problem (CSCP) with setups studied in Hajizadeh and Lee (2007) in the context of the steel tube industry: the open–ended CSCP, the closed–ended CSCP, and the CSCP with knife–dependent setups. These problems consider a continuous steel tube supplied by a production facility which has to be cut into smaller pieces using a cutting machine with limited length. In the open–ended CSCP, the cutting equipment is designed to produce one extra piece of any length for each stroke of cutting motion. In the closed–ended CSCP, no extra–piece is produced. Figure 1 illustrates these two cases. In the CSCP with knife–dependent setups, setting up a pattern entails a fixed time and a variable time proportional to the number of knives used in each pattern. A further description of these problems is presented in the online supplement and the original paper which introduces this application.

We focus in this section on the open–ended CSCP, and mention how the solution approaches are extended for the other variants. The problem consists of determining: (1) the number of cutting patterns to be used; (2) the specific configuration of each pattern; and (3) the number of cutting strokes of each pattern. The objective is to minimize the total cutting time and setup time. The original formulation as defined by Hajizadeh and Lee (2007) is presented below. Table 2 presents the parameters and variables in this model.

\[
\begin{align*}
\min c^T x + d^T y : \quad & \min C_s \sum_{j \in P} s_j + C_r \sum_{j \in P} z_j \\
Ax \geq a : \quad & \sum_{i \in T} l_i a_{ij} \leq Ls_j \quad \forall j \in P
\end{align*}
\]
Table 2: Parameters and variables for the open–ended CSCP

<table>
<thead>
<tr>
<th>Sets</th>
<th>Parameters</th>
<th>Decision variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ products (indexed by $i$); $P$ patterns (indexed by $j$).</td>
<td>$C_s$: time for a single cutting stroke; $C_u$: setup time for used patterns; $d_i$: demand of product $i$; $l_i$: length of product $i$; $L$: width of the cutting machine; $M$: large number defined as $\max_{i \in T}(d_i)$.</td>
<td>$x$: $s_j$ equals 1 if pattern $j$ is used; 0, otherwise; $a_{ij}$: number of pieces of product $i$ in pattern $j$; $y$: $z_j$ number of cutting strokes using pattern $j$; $x_i$: units of product $i$ produced as extra pieces; $q$: $q_{ij}$ units of product $i$ produced by pattern $j$.</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
Bx + Cy & \geq b : \quad z_j \leq Ms_j & \forall j \in P \\
q &= f(x,y) : \quad q_{ij} = a_{ij}z_j & \forall i \in T; j \in P \\
Dy + Eq & \geq e : \quad \sum_{j \in P} q_{ij} + x_i \geq d_i & \forall i \in T \\
\sum_{j \in P} z_j & \geq \sum_{i \in T} x_i & \forall j \in P \\
z_{j-1} & \leq z_j & \forall j \in P : j > 1 \\
x \in \mathbb{B}^{|A|}, y \in \mathbb{Y}, q \geq 0 : \quad s_j \in \{0,1\}; a_{ij}, z_j \in \mathbb{Z}_+; x_i, q_{ij} \geq 0 & \forall i \in T; j \in P 
\end{align*}
\]

The objective function (13) minimizes the total setup and cutting time. Constraints (14) are the configuration constraints, which ensure that the sum of the length of the pieces in a used pattern do not exceed the machine length. Constraints (15) are the linking constraints to ensure that cutting strokes of a pattern occur only if such pattern is set up to the machine. Constraints (16) calculate the production quantities for each product obtained by each pattern. Note that these constraints are non–linear. Constraints (17)–(19) are production planning constraints. Constraints (17) ensure that the demand requirements are fulfilled. Constraints (18) ensure that the total number of extra pieces produced is less than or equal to the total number of strokes, as at most one extra piece can be produced per stroke. Inequalities (19) are symmetry–breaking constraints to order the used patterns according to the number of strokes. Finally, constraints (20) define the variables domain.

The formulation for the closed–ended CSCP is considered as a special case of the open–ended formulation presented above where no extra pieces are produced (i.e., $x_i = 0, \forall i \in T$). The CSCP with knife–dependent setups is an extension of the open–ended CSCP where additional setup variables are included to represent the variable time proportional to the number of knives used by each pattern. See Hajizadeh and Lee (2007) for further details.

4.1.1 Logic–based Benders reformulation

We proceed to define the MP1, SPs, and the BCs for the open–ended CSCP according to the general framework in Section 3.2. First, we make sure that the configuration decisions are represented by binary variables. In order to do that, we substitute variables $a_{ij}$ by a sum of powers of two, as presented in equations (21). Let $K_i$ (indexed by $k$) be the set of bins required to represent integer variables $a_{ij}$, i.e., $K_i = \{1, ..., n_i\}$ where $n_i$ is the minimum value such that $\sum_{k=1}^{n_i} 2^{k-1} \geq \lfloor \frac{i}{k} \rfloor$. Variable $w_{ijk}$ equals 1 if $k$ is used in writing $a_{ij}$, 0 otherwise. Note that alternative binary representations can be used to substitute variables $a_{ij}$. However, we implement this representation for the purposes of comparison with the benchmark approach in the literature (Hajizadeh and Lee, 2007), which also makes use of this variable substitution to linearize the original formulation.

\[
a_{ij} = \sum_{k \in K_i} 2^{k-1}w_{ijk} = \sum_{k \in K_i} b_kw_{ijk} \quad \forall i \in T; j \in P
\]

MP1 is defined by replacing the non–linear constraints (16) by an approximation for the production quantities, and by substituting the original variables $a_{ij}$ as described above. The MP1 is therefore
formulated as follows: the objective function (13); the process configuration constraints (22), which substitute the original constraints (14); the linking constraints (15); the production planning constraints (17)–(19); constraints (23)–(24) as an approximation for the production quantities, where \( N_i \) is the maximum number of pieces of type \( i \) that can be included in a cutting pattern, i.e., \( N_i = \left\lfloor \frac{T}{P} \right\rfloor \); and the domain constraints.

\[ \begin{align*}
Ax & \geq a : \sum_{i \in T} l_i \sum_{k \in K_i} b_k w_{ijk} \leq Ls_j & \forall j \in P \\
q & \geq Fx + Gy & \forall i \in T; j \in P
\end{align*} \]  

Constraints (23) and (24) impose valid bounds on the total units of product \( i \) produced by pattern \( j \). Constraints (23) ensure that \( q_{ij} = 0 \) if product \( i \) is not in pattern \( j \) (i.e., the original variables \( a_{ij} = 0 \) and therefore \( \sum_{k \in K_i} w_{ijk} = 0 \)). In case product \( i \) is in pattern \( j \), then the maximum produced amount is limited by \( M_i = \max \{ d_i; \max_{\ell \in T_{\ell-i}} \{ d_{\ell} \} \} \). Constraints (24) link the produced amounts with the number of strokes of each pattern, where products are assumed to be ordered from the smallest to the largest size, so that \( N_i \leq N_i - 1, \forall i \in T : i > 1 \). These constraints impose that the total units of products \( \{i, \ldots, |T|\} \) produced by pattern \( j \) is at most the number of strokes of such pattern \( z_j \), multiplied by \( N_i \) which is the maximum number of pieces that can be allocated to a pattern considering the corresponding subset of products. Note that this is a strengthened version of the following constraints: \( q_{ij} \leq N_i z_j, \forall i \in T, j \in P \), which bound \( q_{ij} \) to the maximum number of pieces of type \( i \) that can fit in a pattern multiplied by the number of strokes of pattern \( j \).

Given a solution \( h \) of MP1, the BCs (25) are derived based on the values for the configuration variables in the corresponding solution. In order to do that, the parameter \( \bar{a}_{ij}^h \) which represents the number of pieces \( i \) in pattern \( j \) is computed as \( \bar{a}_{ij}^h = \sum_{k \in K_i} b_k \bar{w}_{ik} \), where \( \bar{w}_{ik} \) is the value of variable \( w_{ijk} \) in the given solution. The production quantities are checked to verify whether they satisfy the conditions of the original problem or not, i.e., check if \( \bar{q}_{ij}^h = \bar{z}_j \bar{a}_{ij}^h \), where \( \bar{q}_{ij}^h \) and \( \bar{z}_j \) are the values of variables \( q_{ij} \) and \( z_j \) in the given solution of MP1, respectively. Let \( Q_h = \{ (i, j) : i \in T, j \in P, \bar{q}_{ij}^h \neq \bar{z}_j \bar{a}_{ij}^h \} \) be the set of pairs \( (i, j) \) for which the variables \( q_{ij} \) do not satisfy the conditions of the original problem. The BCs are added for each \( h \in H' \) and \( (i, j) \in Q_h \), where \( H' \) corresponds to the set of solutions of MP1 considered so far.

Logic-based Benders cuts (BCs): \( q_{ij} \leq z_j \bar{a}_{ij}^h + M_i \sum_{k \in K_i : \bar{w}_{ik}=0} w_{ijk} \quad \forall h \in H'; (i, j) \in Q_h \) (25)

Inequalities (25) impose that the units of \( i \) produced by pattern \( j \) equals \( z_j \bar{a}_{ij}^h \), every time that the number of pieces of type \( i \) in pattern \( j \) equals \( \bar{a}_{ij}^h \) (i.e., \( \sum_{k \in K_i : \bar{w}_{ik}=0} w_{ijk} = 0 \) and \( \sum_{k \in K_i : \bar{w}_{ik}=1} (1 - w_{ijk}) = 0 \)). The equality between the terms \( q_{ij} \) and \( z_j \bar{a}_{ij}^h \) is ensured since variables \( z_j \) are minimized by the objective function. Note that, besides ensuring \( q_{ij} = z_j \bar{a}_{ij}^h \) when the number of pieces \( i \) in pattern \( j \) equals \( \bar{a}_{ij}^h \), the BCs (25) also impose valid bounds for any other feasible solution of MP1. In particular, when the number of pieces \( i \) in pattern \( j \) is less than \( \bar{a}_{ij}^h \) (i.e., \( \sum_{k \in K_i : \bar{w}_{ik}=0} w_{ijk} = 0 \) and \( \sum_{k \in K_i : \bar{w}_{ik}=1} (1 - w_{ijk}) \geq 1 \)), the BCs ensure \( q_{ij} \leq z_j \bar{a}_{ij}^h \). For any other value to the number of pieces \( i \) in pattern \( j \) which implies \( \sum_{k \in K_i : \bar{w}_{ik}=0} w_{ijk} \geq 1 \), the BCs are also valid, since \( M_i \) is computed as the maximum units of \( i \) that can be produced by any feasible pattern.

### 4.1.2 Enhanced reformulation through SIs

We present the enhanced reformulation with logic-based subset inequalities proposed for the problem in the steel industry. For this reformulation, we classify the products into a set of groups \( G \) (indexed by \( g \)), according to the maximum number of pieces that can be allocated to a cutting pattern, i.e., the values
of the input parameter $\left\lceil \frac{L}{l_i} \right\rceil$. Denote $N_g$ as the maximum number of pieces of any product in group $g$ that can fit in a cutting pattern and $T_g$ as the set of products in group $g$, i.e., $T_g = \{i \in T : \left\lceil \frac{L}{l_i} \right\rceil = N_g\}$. The new logical variables $y_{gj} \in \{0, 1\}$, $\forall g \in G$, $j \in P$, are included to the problem, where $y_{gj}$ equals 1 if at least one piece of any product in set $T_g$ is assigned to pattern $j$; 0 otherwise. MP2 in this enhanced formulation can be formulated as MP1 presented in the previous section with the additional constraints (26), (27) and the domain of variables $y_{gj}$. Constraints (26) and (27) link the new variables with the configuration variables $w_{ijk}$, such that $y_{gj} = 1$ if and only if, at least one piece of any type $i : i \in T_g$ is assigned to pattern $j$. Parameter $B_g$ is calculated as $B_g = \sum_{i \in T_g} |K_i|$.

$$Hx + Iz \geq g : \sum_{i \in T_g} \sum_{k \in K_i} w_{ijk} \leq B_g y_{gj} \quad g \in G; j \in P$$

(26)

$$y_{gj} \leq \sum_{i \in T_g} \sum_{k \in K_i} w_{ijk} \quad g \in G; j \in P$$

(27)

Given a solution $h$ of MP2, the SIs are devised with the aim of strengthening the bounds on the total production amounts. In order to do that, the used patterns in solution $h$ and the particular group $g$ to which the largest product allocated to these patterns belongs are identified. Let $Q^I_h = \{(j, g) : j \in P, s^I_j = 1, g = \arg \min_{g' \in G} \{g' | y_{g'j} = 1\} \}$ be the set which saves this information, where $s^I_j$ is the largest index $i$ of the products in group $g$, respectively (i.e., the first and the last element in $T_g$).

Inequalities (28) and (29) are the logic-based subset inequalities implemented for the problems in this application. Inequalities (28) add a valid upper bound on the total units of products $i = 1, \ldots, i^\text{min}_g - 1$ produced by pattern $j$, where $(j, g) \in Q^I_h$. Parameter $C^I_g$ corresponds to the maximum number of pieces of any type that can coexist with one piece of any product in group $g$, i.e., $C^I_g = \left\lfloor \frac{L - l_{\text{min}}}{l_i} \right\rfloor$. Parameter $D^I_g$ is a large number computed as $M(\left\lceil \frac{L}{l_i} \right\rceil - C^I_g)$. Similarly, inequalities (29) impose an upper bound on the total units of products $i = i^\text{max}_g$ on produced by pattern $j$, where $(j, g) \in Q^I_h$. Parameter $C^II_g$ corresponds to the maximum number of pieces of any type $i : i > i^\text{max}_g$ that can coexist with one piece of any product in group $g$, i.e., $C^II_g = \left\lceil \frac{L - l_{\text{max}}}{l_{(i^\text{max}_g + 1)}} \right\rceil$.

The parameter $D^II_g$ is a large number computed as $M(I_{i^\text{max}_g + 1}) - C^II_g$. The SIs are derived in addition to the BCs for each $h \in \mathcal{H}'$, where $\mathcal{H}'$ is the set of solutions of MP2 considered so far.

$$\text{SIs:} \sum_{i \in T : i < i^\text{min}_g} q_{ij} \leq C^I_g z_j + D^I_g (1 - y_{gj}) \quad h \in \mathcal{H}; \forall (j, g) \in Q^I_h$$

(28)

$$\sum_{i \in T : i \geq i^\text{max}_g} q_{ij} \leq C^II_g z_j + D^II_g (1 - y_{gj}) \quad h \in \mathcal{H}; \forall (j, g) \in Q^I_h$$

(29)

The reformulations presented in this section and Section 4.1.1 can be extended to the closed-ended CSCP and the CSCP with knife-dependent setups. The demand constraints, the configuration constraints, and the objective function in the master problems are adapted to include the particular conditions of each variant according to Hajizadeh and Lee (2007). The BCs and the SIs can be implemented as for the open-ended CSCP.
4.1.3 Computational results

This section presents the computational results for the application in the steel tube industry. All the computational tests were implemented using Python 3.7 and solver CPLEX 12.9.0 on a computer with processor Intel E5-2683/2.1GHz and 16GB of RAM. The data sets correspond to the 47 benchmark problems tested in the paper by Hajizadeh and Lee (2007) for the three variants considered in this application. We classify the instances into two data sets according to the results of the benchmark approach for each problem: Set A contains the instances for which an optimal solution is found; Set B contains instances which could not be solved to optimality within the time limit. Table 3 presents the number of instances in each data set (Inst.), the number of products |T|, the maximum number of patterns |P| that can be used, and the number of groups |G| obtained by classifying the products according to the maximum number of pieces than can fit in a cutting pattern. The computing time limit is 1800 seconds, as imposed for the benchmark approach in the original study.

Table 3: Data sets for the cutting problems in the steel tube industry

| Data | Inst. | |T| | |P| | |G| |
|---|---|---|---|---|---|---|
| Open-ended CSCP | 40 | 6–7 | 4–7 | 3–5 |
| Closed-ended CSCP | 46 | 6–14 | 4–10 | 3–5 |
| Knife–dependent CSCP | 40 | 6–7 | 4–7 | 3–5 |

| Data | Inst. | |T| | |P| | |G| |
|---|---|---|---|---|---|---|
| Set A | 40 | 6–7 | 4–7 | 3–5 |
| Set B | 7 | 14 | 10 | 4–5 |

Table 4 presents the average results of these computational experiments. We present the findings of the benchmark approach proposed in Hajizadeh and Lee (2007), which consists of linearized models solved using CPLEX, the reformulation in Section 4.1.1 solved using the LBBD and the B&Ch algorithms (i.e., LBBD and B&Ch, respectively), and the enhanced reformulation in Section 4.1.2 solved using the LBBD and B&Ch algorithms (i.e., LBBD+SIs and B&Ch+SIs, respectively). To properly carry out comparisons, we reproduced the findings of the benchmark approach by using the same programming language and CPLEX version as for the proposed methods. The following statistics are reported: the number of optimal solutions (OS), the average upper bound (UB), the average lower bound (LB), the average gap (Gap), and the average computing time in seconds (Time).

Table 4: Average results for the cutting stock problems in the steel tube industry

<table>
<thead>
<tr>
<th>Problem</th>
<th>Sol. method</th>
<th>UB</th>
<th>Time</th>
<th>OS</th>
<th>UB</th>
<th>LB</th>
<th>Gap</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open–ended CSCP</td>
<td>Benchmark</td>
<td>36.63</td>
<td>9.52</td>
<td>0</td>
<td>121.71</td>
<td>80.67</td>
<td>33.49%</td>
<td>1800.00</td>
</tr>
<tr>
<td></td>
<td>LBBD</td>
<td>36.63</td>
<td>2.46</td>
<td>6</td>
<td>121.00</td>
<td>120.86</td>
<td>0.12%</td>
<td>607.73</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch</td>
<td>36.63</td>
<td>1.27</td>
<td>3</td>
<td>121.57</td>
<td>116.41</td>
<td>4.29%</td>
<td>1268.79</td>
</tr>
<tr>
<td></td>
<td>LBBD+SIs</td>
<td>36.63</td>
<td>2.47</td>
<td>7</td>
<td>121.00</td>
<td>121.00</td>
<td>0.00%</td>
<td>133.87</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch+SIs</td>
<td>36.63</td>
<td>1.44</td>
<td>6</td>
<td>121.00</td>
<td>120.73</td>
<td>0.23%</td>
<td>678.97</td>
</tr>
<tr>
<td>Closed–ended CSCP</td>
<td>Benchmark</td>
<td>81.33</td>
<td>43.97</td>
<td>0</td>
<td>219.00</td>
<td>200.20</td>
<td>8.58%</td>
<td>1800.00</td>
</tr>
<tr>
<td></td>
<td>LBBD</td>
<td>81.33</td>
<td>58.15</td>
<td>0</td>
<td>219.00</td>
<td>214.00</td>
<td>2.28%</td>
<td>1800.04</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch</td>
<td>81.33</td>
<td>40.16</td>
<td>0</td>
<td>219.00</td>
<td>215.00</td>
<td>1.83%</td>
<td>1800.00</td>
</tr>
<tr>
<td></td>
<td>LBBD+SIs</td>
<td>81.33</td>
<td>25.38</td>
<td>0</td>
<td>219.00</td>
<td>215.00</td>
<td>1.83%</td>
<td>1800.08</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch+SIs</td>
<td>81.33</td>
<td>32.10</td>
<td>0</td>
<td>219.00</td>
<td>205.46</td>
<td>6.18%</td>
<td>1800.02</td>
</tr>
<tr>
<td>Knife–dependent setups CSCP</td>
<td>Benchmark</td>
<td>37.13</td>
<td>41.01</td>
<td>0</td>
<td>120.64</td>
<td>71.68</td>
<td>40.42%</td>
<td>1800.00</td>
</tr>
<tr>
<td></td>
<td>LBBD</td>
<td>37.13</td>
<td>24.71</td>
<td>3</td>
<td>121.36</td>
<td>117.79</td>
<td>2.98%</td>
<td>1177.41</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch</td>
<td>37.13</td>
<td>17.49</td>
<td>2</td>
<td>121.79</td>
<td>112.96</td>
<td>7.27%</td>
<td>1333.01</td>
</tr>
<tr>
<td></td>
<td>LBBD+SIs</td>
<td>37.13</td>
<td>12.48</td>
<td>5</td>
<td>119.71</td>
<td>119.36</td>
<td>0.31%</td>
<td>778.14</td>
</tr>
<tr>
<td></td>
<td>B&amp;Ch+SIs</td>
<td>37.13</td>
<td>18.59</td>
<td>3</td>
<td>120.93</td>
<td>114.48</td>
<td>5.43%</td>
<td>1058.77</td>
</tr>
</tbody>
</table>
Results in Table 4 show that for all the cases in Set A, except for the LBBD in the closed-ended CSCP, the proposed solution methods find optimal solutions in shorter computing times. On average, the best performing algorithm solves these problem instances approximately 7.5 times faster than the benchmark approach for the open-ended CSCP, 1.7 times faster for the closed-ended CSCP, and 3.3 times faster for the knife-dependent setups CSCP. The enhanced reformulation, which makes use of the SIs, shows some advantage over the logic-based Benders reformulation when solved using the cutting plane implementation (LBBD+SIs). Note that for the two last problems, the computing times are reduced approximately by half using the LBBD+SIs compared to the LBBD.

The efficiency of the proposed frameworks, and in particular of the enhanced reformulation with the logic-based subset inequalities, becomes more evident on the results for Set B where the benchmark fails to find any optimal solution. For the open-ended CSCP, the best performing algorithm finds optimal solution for all the 7 instances in an average time of 133.87 seconds, whereas the benchmark approach only finds feasible solutions with an average optimality gap of 33.49%. For the closed-ended CSCP, an absolute reduction of 6.7% in the average gap is achieved by the best performing algorithm in comparison with the benchmark approach. Finally, for the knife-dependent setups CSCP, 5 out of the 7 instances in this set are solved to optimality by the best performing algorithm, so that an absolute reduction of 40.1% in the average gap and more than a 50% reduction in the average computing time are achieved in comparison with the benchmark approach. The best implementation for the problems in this industrial application is the enhanced reformulation solved using the LBBD implementation, which iterates between solving the master and the subproblems. The number of iterations of this implementation is 7.1 on average for the first problem, 8.6 on average for the second problem, and 7.8 on average for the third problem. Detailed results can be found in the online supplement.

4.2 Application in the printing industry

This application considers the production planning problem studied in Baumann et al. (2015) and Baumann and Trautmann (2014). The problem is inspired by a real-world offset printing process where customer-specific designs are imprinted on napkin pouches. The designs are allocated to printing-plate slots, as depicted in Figure 2, such that the customer demand for each design is fulfilled. Various technical constraints related to incompatibilities between the production equipment and the design features (e.g., standard or customer-specific designs, color code, and white border) are considered to ensure that the configurations of the printing plates are feasible in practice.

The problem decisions aim to determine: (1) the number of printing plates to be used; (2) the allocation of designs to the slots of these plates; and (3) the number of rotations of each printing plate, i.e., the number of times that the printing plate is used. The objective is to minimize the total overproduction costs and setup costs. We focus on the benchmark approach presented in Baumann and Trautmann (2014), as this model was proved to be more efficient than the one in Baumann et al. (2015). The original formulation for this application is provided below. Table 5 presents the parameters and variables in this model.
The objective function (30) minimizes the total setup costs and overproduction costs. Constraints (31)–(37) are the configuration constraints. Constraints (31) ensure that every slot of a used plate is occupied by one design. Constraints (32) guarantee that at most one slot per plate is occupied by a standard design. Constraints (33) ensure that if a plate is used, then either white–border designs are allocated to at least two slots or a standard design is allocated to one slot. Constraints (34) and (35) prevent that more than \( \bar{c} \) different color–codes are allocated to the same plate. Constraints (36) prohibit that a customer–specific design is allocated to different plates, so that each demand order is always fulfilled by a single plate. Constraints (31)–(36) are all the technical and organizational constraints imposed on the configurations. For the details and justification of these constraints, we refer the reader to the online supplement and the paper by Baumann et al. (2015). Inequalities (37) are symmetry–breaking constraints which ensure that the plates with the smallest indices are used first. Constraints (38) compute the units of each design produced by each plate. Note that these constraints are non–linear. Constraints (39) are the production planning constraints that determine the overproduced units while making sure that the demand is satisfied. Finally, constraints (40) and (41) define the domain of the variables.

### Table 5: Parameters and variables for the printing problem

<table>
<thead>
<tr>
<th>Sets</th>
<th>Parameters</th>
<th>Decision variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>designs (indexed by ( i )); demand for design ( i ): ( d_i ); setup cost per used plate: ( c^P_p ); overproduction cost per unit of customer–specific design ( i ): ( c^O_i ); overproduction cost per unit of standard design ( i ): ( c^S_i ); maximum number of different color codes per plate: ( \bar{c} );</td>
<td>( x ): number of plates ( p ) which are used; ( W_p ): number of units of design produced by plate ( p ).</td>
</tr>
<tr>
<td>( P )</td>
<td>plates (indexed by ( p ));</td>
<td>( K_{inp} ): number of units of design ( i ) produced by plate ( p ), ( \bar{c} ): number of plates with the smallest indices used first;</td>
</tr>
<tr>
<td>( J )</td>
<td>slots = {1, \ldots,</td>
<td>( J</td>
</tr>
<tr>
<td>( C )</td>
<td>color codes (indexed by ( c ));</td>
<td>( r_p ): number of overproduced units of design ( i );</td>
</tr>
<tr>
<td>( I^O )</td>
<td>customer–specific designs;</td>
<td>( c ): number of colors on plate ( p );</td>
</tr>
<tr>
<td>( I^S )</td>
<td>standard designs;</td>
<td>( p ): number of plates;</td>
</tr>
<tr>
<td>( I_c )</td>
<td>designs with color code ( c );</td>
<td>( q_p ): number of overproduced units of design ( i ) produced by plate ( p ).</td>
</tr>
<tr>
<td>( I_w )</td>
<td>designs with white border;</td>
<td>( q_p ): number of overproduced units of design ( i ) produced by plate ( p ).</td>
</tr>
</tbody>
</table>

\[
\min c^T x + d^T y : \min \sum_{p \in P} c^P W_p + \sum_{i \in I^O} c^O_i v_i + \sum_{i \in I^S} c^S_i v_i
\]

\[
Ax \geq a : \sum_{i \in I} \sum_{n \in J} n K_{inp} = |J| W_p \quad \forall p \in P (31)
\]

\[
\sum_{i \in I^S} \sum_{n \in J} n K_{inp} \leq 1 \quad \forall p \in P (32)
\]

\[
\sum_{i \in I} \sum_{n \in J} \frac{1}{2} n K_{inp} + \sum_{i \in I^S} \sum_{n \in J} K_{inp} \geq W_p \quad \forall p \in P (33)
\]

\[
\sum_{c \in C} Z_{cp} \leq \bar{c} \quad \forall p \in P (34)
\]

\[
\sum_{i \in I_c} \sum_{n \in J} K_{inp} \leq |J| Z_{cp} \quad \forall c \in C; p \in P (35)
\]

\[
\sum_{i \in I} \sum_{n \in J} K_{inp} = 1 \quad \forall i \in I^O (36)
\]

\[
W_{p-1} \geq W_p \quad \forall p \in P : p > 1 (37)
\]

\[
q = f(x, y) : q_p = r_p \sum_{n \in J} n K_{inp} \quad \forall i \in I; p \in P (38)
\]

\[
Dy + Ey \geq e : \sum_{p \in P} q_p = d_i + v_i \quad \forall i \in I (39)
\]

\[
x \in \mathbb{B}^{|A|} : W_p, K_{inp}, Z_{cp} \in \{0, 1\} \quad \forall i \in I; p \in P; n \in J; c \in C (40)
\]

\[
y \in \mathbb{Y}, q \geq 0 : r_p, v_i, q_p \geq 0 \quad \forall i \in I; p \in P (41)
\]
4.2.1 Logic–based Benders reformulation

We discuss how the master problem and the logic–based Benders cuts are formulated for this application. MP1 is defined as follows: the objective function (30), constraints (31)–(37), (39)–(41), and an approximation of the production quantities imposed by constraints (42) and (43). Parameter $M$ is calculated as $M = \max_{i \in I} \{d_i\}$. Note that variables $r_p$ are not used in this reformulation and no variable substitution is needed to apply the decomposition framework to this problem, as the configuration variables are defined as binary in the original formulation.

$$q \geq Fx + Gy : \quad q_{ip} \leq M \sum_{n \in J} nK_{inp} \quad \forall i \in I; \ p \in P \quad (42)$$

$$q_{ip} \geq \sum_{n \in J} d_iK_{inp} \quad \forall i \in I^O; \ p \in P \quad (43)$$

Constraints (42) ensure that $q_{ip} = 0$ if no design $i$ is allocated to plate $p$. Otherwise, the total units of design $i$ produced by plate $p$ is limited by the number of slots for this design, i.e., $\sum_{n \in J} nK_{inp}$, multiplied by an upper bound on the number of rotations of any printing plate, i.e., $\max_{i \in I} \{d_i\}$. Constraints (43) impose a lower bound on the total units of each customer–specific design produced by plate $p$. These bounds are valid as constraints (36) ensure that the demand of any customer–specific design is fulfilled using a single plate.

Given a feasible solution $h$ of MP1, the logic–based Benders cuts can be derived based on the values for the configuration variables $K_{inp}$ in the corresponding solution. In order to do that, the number of rotations of each used plate in solution $h$, denoted $\bar{r}_p^h$, needs to be computed. Because of the technical constraints (36) which ensure that customer–specific designs are assigned to a single plate, $\bar{r}_p^h$ can be calculated as the number of rotations required to fulfill the complete demand of the customer–specific designs allocated to plate $p$ in the given solution, i.e., $\bar{r}_p^h = \max_{i \in I^O; \ p \in P} \left\{ \frac{d_i}{\sum_{n \in J} nK_{inp}} \right\}$, where $\bar{K}_{inp}$ are the values of variables $K_{inp}$ in solution $h$. Note that for other printing problems where constraints (36) does not hold, i.e., the complete demand of a design can be fulfilled using several plates, computing $\bar{r}_p^h$ based on the fixed values $\bar{K}_{inp}$ could require solving a linear program.

Inequalities (44) are the BCs proposed for the printing problem. The logic of these cuts is such that, every time that design $i'$ is allocated to $n'$ slots of plate $p$ (i.e., $K_{i'p} = 1$), the number of units of each design $i$ produced by this plate equals the number of rotations $\bar{r}_p^h$ times the number of slots for the corresponding design $\sum_{n \in J} nK_{inp}$. The equality between $q_{ip}$ and $\bar{r}_p^h \sum_{n \in J} nK_{inp}$ is ensured because the overproduction variables $v_i \geq 0$ are minimized in the objective function. For a given plate $p$, the pair $(i', n')$ corresponds to the particular design $i'$ and the corresponding number of slots $n'$ which requires requires a larger number of rotations of such plate in order to fulfilled the total demand, i.e., $(i', n') = \arg \max_{i \in I^O, \ n \in J} \{ \bar{r}_p^h \sum_{n \in J} nK_{inp} = 1 \left\{ \frac{d_i}{\sum_{n \in J} nK_{inp}} \right\} \}$. That is, the pair $(i', n')$ in plate $p$ is such that design $i'$ is allocated to this plate and $\frac{d_i}{\bar{r}_p^h} = \bar{r}_p^h$. Let $C_{hp}$ be the set which contains the pair $(i', n')$, i.e., $C_{hp} = \{(i, n) : \ arg \max_{i \in I^O, \ n \in J} \{ \bar{r}_p^h \sum_{n \in J} nK_{inp} = 1 \left\{ \frac{d_i}{\sum_{n \in J} nK_{inp}} \right\} \}$. The parameter $B_{i'}^h$ is a large number calculated as $B_{i'}^h = \bar{r}_p^h |J|, \forall i \in I^O$ and $B_{i'}^h = \bar{r}_p^h, \forall i \in I^S$. These cuts are derived for each $h \in \mathcal{H}'$, where $\mathcal{H}'$ is the set of solutions of MP1 considered so far, and for each pair $(i, p)$ for which the values of the production quantities in variables $q_{ip}$ do not satisfy the conditions of the original problem, i.e., $(i, p) \in \mathcal{Q}_h$, where $\mathcal{Q}_h = \{(i, p) : i \in I, p \in P, \ q_{ip} \neq \bar{r}_p^h \sum_{n \in J} nK_{inp} \}$ and $q_{ip}$ is the value of variable $q_{ip}$ in solution $h$.

$$BCs: \quad q_{ip} \geq \bar{r}_p^h \sum_{n \in J} nK_{inp} - B_{i'}^h(1 - K_{i'p}) \quad \forall h \in \mathcal{H}'; \ (i, p) \in \mathcal{Q}_h; \ (i', n') \in C_{hp} \quad (44)$$

Note that the lower bounds on variables $q_{ip}$ imposed by the BCs are derived in terms of the configuration variables $K_{i'p}$ and independent of the variables for other designs allocated to the same plate. This is valid because, as long as $n'$ slots for the costumer–specific design $i'$ are allocated to plate $p$,
the number of rotations of plate $p$ is always greater than or equal to $r^h_p$, as the complete demand of design $i'$ must be fulfilled using only this plate. As an example, let’s consider an instance where the demand of four designs (i.e., $d_1 = 120$, $d_2 = 100$, $d_3 = 120$, and $d_4 = 600$) must be fulfilled using two printing plates. A given solution of the master problem indicates the configurations shown in Figure 2 for Plate A and Plate B. The subproblem computes the number of rotations of these plates required to fulfill the total demand, i.e., $\bar{r}_A = 100$ and $\bar{r}_B = 50$. Note that, as long as two slots of Design 3 are allocated to Plate B, regardless the other designs allocated to the remaining slots, $\bar{r}_B \geq 50$ because the complete demand of this design must be fulfilled using this only plate. Accordingly, in this example the pair $(i', n')$ determined for the BCs (44) is (4, 6) for Plate A and (3, 2) for Plate B. The BCs (44) are hence a strengthened version of the cuts that include the configuration variables of all the designs allocated to the same pattern: $q_{ip} \geq r^h_p \sum_{n \in J} n K_{inp} - B^h_i \sum_{l \in I} \sum_{n \in J: K_{inp} = 1} (1 - K_{inp}) - B^h_i \sum_{l \in I} \sum_{n \in J: K_{inp} = 0} K_{inp}$.

### 4.2.2 Enhanced reformulation through SIs

We present the enhanced reformulation with logic–based subset inequalities for the printing problem. For this reformulation, we classify the designs into a set of groups $G$ (indexed by $g$) according to the demand parameters such that designs in the same group have the same demand level. Denote $d^G_g$ as the demand of any design in group $g$ and $I_g = \{ i \in I : d_i = d^G_g \}$ as the subset of designs in group $g$. The new logical variables $U_{gnp} \in \{0, 1\}$, $\forall g \in G$, $n \in J$, $p \in P$, are added to the problem, where $U_{gnp} = 1$ if at least one design in group $g$ is assigned to $n$ slots in plate $p$, 0 otherwise. MP2 in this enhanced reformulation can be formulated as MP1 presented in the previous section in addition to constraints (45) and (46), which link the new logical variables $U_{gnp}$ with the original configuration variables $K_{inp}$, and the corresponding domain constraints. Inequalities (45) and (46) ensure that $U_{gnp} = 1$ when at least one design in group $g$ is allocated to $n$ slots in plate $p$, and force that $U_{gnp} = 0$ otherwise. Parameter $B_g$ is calculated as $B_g = \min\{|J|, |I_g|\}$.

$$
\mathbf{Hx} + \mathbf{Iz} \geq \mathbf{g} : \sum_{i \in I_g} K_{inp} \leq B_g U_{gnp} \quad \forall g \in G; n \in J; p \in P \quad (45)
$$

$$
\sum_{i \in I_g} K_{inp} \geq U_{gnp} \quad \forall g \in G; n \in J; p \in P \quad (46)
$$

Given a solution $h$ of MP2, the logic–based subset inequalities are derived in order to strengthen the bounds on the total produced amounts. For this purpose, for each used plate in solution $h$, the particular group $g$ to which the design that requires a greater number of rotations to fulfill its demand belongs, is determined. Let $\mathcal{Q}'_h = \left\{(g, n, p) : g \in G, n \in J, p \in P, \bar{U}^h_{gnp} = 1, \frac{d^G_g}{n} = r^h_p \right\}$ be the set which saves this information, where $\bar{U}^h_{gnp}$ are the values of variables $U_{gnp}$ in solution $h$. We use this information to strengthen the bounds on the total produced units of customer–specific designs and standard designs through inequalities (47) and (48), respectively. Inequalities (47) ensure that, as long as at least one design in group $g$ is assigned to $n$ slots of plate $p$ (i.e., $U_{gnp} = 1$, where $(g, n, p) \in \mathcal{Q}'_h$), the total produced units of customer–specific designs is greater than $|J|r^h_p$ if no standard designs are allocated to this plate, or greater than $(|J| - 1)r^h_p$ otherwise. These inequalities are valid since the original constraints (31) ensure that all the plate slots are used and (32) ensure that at most one slot is assigned to standard designs in any printing plate. Inequalities (48) impose a lower bound on the total units of standard designs produced by each used plate when at least one design in group $g$ is assigned to $n$ slots of this plate (i.e., $U_{gnp} = 1$, where $(g, n, p) \in \mathcal{Q}'_h$).

**SIs:**

$$
\sum_{i \in I^o} q_{ip} \geq r^h_p |J|U_{gnp} - r^h_p \sum_{i \in I^s} \sum_{n \in J} K_{inp} \quad \forall h \in H'; (g, n, p) \in \mathcal{Q}'_h \quad (47)
$$

$$
\sum_{i \in I^s} q_{ip} \geq r^h_p \sum_{i \in I^s} \sum_{n \in J} K_{inp} - r^h_p (1 - U_{gnp}) \quad \forall h \in H'; (g, n, p) \in \mathcal{Q}'_h \quad (48)
$$
4.2.3 Computational results

Table 6 presents the characteristics of the data sets for this application, which consists of 72 problem instances proposed in the paper by Baumann and Trautmann (2014). We classify these instances according to the results of the benchmark approach: Set A contains the instances for which an optimal solution is found; Set B contains instances for which solutions with an optimality gap of less than 30% are found; Set C contains instances for which solutions with an optimality gap greater than or equal to 30% are found; and Set D contains instances for which no feasible solution is found within the time limit. Table 6 shows the number of instances in each data set (Inst.), the number of designs |I|, the maximum number of used plates |P|, and the number of groups |G| obtained by classifying designs according their demand levels. The computing time limit is 1800 seconds, as imposed for the benchmark approach in the original studies.

| Data     | Inst. | |I| | |P| | |G| |
|----------|-------|---|---|---|---|
| Set A    | 26    | 6–23 | 5–15 | 1–6 |
| Set B    | 10    | 23–29 | 20–25 | 4–10 |
| Set C    | 19    | 33–91 | 25–70 | 5–24 |
| Set D    | 17    | 58–117 | 50–90 | 10–35 |

Table 7 presents the average results for Sets A, B, and C. Similar to the tests for the cutting stock problems, we reproduced the findings of the benchmark approach, i.e., solving the linear formulation in Baumann and Trautmann (2014) using an MIP solver, so that the model was implemented using the same programming language, solver, and computer as for the proposed algorithms. Results for Set A show that the proposed enhanced reformulation enables to find optimal solutions much faster than the benchmark approach. In particular, the B&Ch+SIs algorithm solves these problem instances approximately 9.4 times faster compared with the benchmark solution method. The LBBD and B&Ch algorithms fail to find an optimal solution for 2 and 1 out of the 26 instances in this data set, respectively. However, excluding these particular cases, the average solving time of the B&Ch algorithm is still approximately 60% of the average solving time of the original solution method.

| Sol. method | Set A | |UB| |Time| |Set B | |UB| |LB| |Gap| |Time| |Set C | |UB| |LB| |Gap |
|-------------|-------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Benchmark  | 1384.89 | 68.99 | 0 | 2743.54 | 2192.42 | 19.48% | 1800.01 | 6662.01 | 2993.43 | 45.60% |
| LBBD       | 1386.07 | 410.14 | 0 | 3247.14 | 2247.81 | 29.72% | 1800.04 | 6866.66 | 3385.69 | 48.36% |
| B&Ch       | 1384.89 | 106.64 | 0 | 2741.02 | 2310.01 | 15.54% | 1800.02 | 5794.77 | 3277.60 | 39.83% |
| LBBD+SIs   | 1384.89 | 44.19 | 3 | 2742.13 | 2611.54 | 4.44% | 1527.89 | 6231.98 | 3582.79 | 36.41% |
| B&Ch+SIs   | 1384.89 | 7.35 | 5 | 2724.84 | 2622.90 | 3.49% | 1171.20 | 5725.61 | 3390.53 | 34.87% |

The solution methods which make use of the logic–based subset inequalities find optimal solutions for some instances in Set B, whereas the benchmark approach only finds solutions with an average gap of 19.48%. Note that the LBBD+SIs and B&Ch+SIs algorithms solved 3 and 5 out of the 10 instances in Set B, respectively.

Finding good quality solutions for large instances of this problem is challenging according to the results for Sets C and D. None of the instances in these sets can be solved to optimality within 30 minutes by any of the tested methods. However, the algorithms to solve the enhanced reformulation, and in particular the B&Ch implementation, provide better solutions and lower bounds at the end of the time limit. These improvements allow an absolute reduction in the average gap of approximately 10.73% compared to the benchmark results for Set C. Results for Set D are not presented, as no feasible solutions are found within the time limit by the benchmark approach. However, the proposed LBBD methods still provide improved results in terms of the total number of feasible solution found,
yet average optimality gaps are between 54.8% and 58.6% in these cases. Detailed results for this application can be found in the online supplement.

5 Concluding remarks

We propose a general solution framework based on the logic–based Benders decomposition technique to solve a variety of integrated production planning problems with process configuration decisions. We introduce a logic–based Bender reformulation and an enhanced reformulation through logic–based subset inequalities created based on common characteristics in the input parameters. These reformulations are presented as general frameworks that can be solved using either the LBBD or the B&Ch implementation. We tested the proposed approaches on three variants of cutting stock problems which appear in the steel industry and an application in the printing industry from the literature.

In general, the enhanced reformulations with the logic–based subset inequalities speed up the convergence of the decomposition methods and our approaches significantly outperform the benchmark approach in the literature. These results are consistent for all the tested applications. The computational results also show that the differences in the performance of the LBBD and B&Ch implementations may be related to the complexity of the decisions that remain in the master problem. For the cutting stock problems where a few technical constraints are imposed to the configurations decisions, the LBBD algorithms outperform the B&Ch implementation for most instances. For the printing application, where many technical constraints are imposed to the configuration decisions, the performance of the LBBD is generally inferior to that of the B&Ch implementation.
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