Reinforcement learning in stationary mean-field games

J. Subramanian, A. Mahajan

G–2019–18

March 2019
Reinforcement learning in stationary mean-field games

Jayakumar Subramanian\textsuperscript{a,\,b}

Aditya Mahajan\textsuperscript{a,\,b}

\textsuperscript{a} GERAD HEC Montréal, Montréal (Québec), Canada, H3T 2A7

\textsuperscript{b} Electrical and Computer Engineering Department, McGill University, Montréal (Québec), Canada, H3A 0E9

jayakumar.subramanian@mail.mcgill.ca

aditya.mahajan@mcgill.ca

March 2019

Les Cahiers du GERAD
G–2019–18

Copyright © 2019 GERAD, Subramanian, Mahajan

The authors are exclusively responsible for the content of their research papers published in the series Les Cahiers du GERAD. Copyright and moral rights for the publications are retained by the authors and the users must commit themselves to recognize and abide the legal requirements associated with these rights. Thus, users:

• May download and print one copy of any publication from the public portal for the purpose of private study or research;
• May not further distribute the material or use it for any profit-making activity or commercial gain;
• May freely distribute the URL identifying the publication.

If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.
Abstract: Multi-agent reinforcement learning has made significant progress in recent years, but it remains a hard problem. Hence, one often resorts to developing learning algorithms for specific classes of multi-agent systems. In this paper we study reinforcement learning in a specific class of multi-agent systems called mean-field games. In particular, we consider learning in stationary mean-field games. We identify two different solution concepts—stationary mean-field equilibrium and stationary mean-field social-welfare optimal policy—for such games based on whether the agents are non-cooperative or cooperative, respectively. We then generalize these solution concepts to their local variants using bounded rationality based arguments. For these two local solution concepts, we present two reinforcement learning algorithms. We show that the algorithms converge to the right solution under mild technical conditions and demonstrate this using two numerical examples.
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1 Introduction

Multi-agent reinforcement learning (MARL) refers to systems in which multiple agents are acting in a common and unknown environment. The presence of other agents makes MARL different from traditional single agent RL. When we view the MARL setup from the point of view of a particular agent, say agent $i$, all other agents are part of the environment. Since these agents are also learning and changing their policies, the environment faced by agent $i$ changes with time. Due to this perception of non-stationary environment, traditional single agent RL algorithms cannot be used in MARL.

Another feature of MARL is that the agents may be strategic (i.e., selfish) and wish to maximize their individual reward or they might be cooperative and wish to maximize their team reward. Depending on the case, the learning process in MARL should converge to a variation of Nash equilibrium or of social-welfare optimal (or team optimal) solution.

There is a rich literature on MARL which models the multi-agent interaction using the framework of stochastic dynamic games starting with [30], where a Q-learning algorithm that converges to a minimax solution of a zero-sum game was proposed. This was extended to an algorithm that converges to the Nash equilibrium of a general sum game (under some conditions) in [14]. Several other variations have been proposed in the literature and we refer the reader to [13, 6] for a detailed survey.

In recent years, there has been considerable interest in using deep neural networks in MARL. Most papers adopt the paradigm of centralized training with decentralized execution in which a centralized critic estimates the Q-function and decentralized actors optimize the policy of the agents. Examples include BICNET [34], MADDPG [31], and COMA [10].

These approaches, in general, do not scale with the number of agents. In the literature on planning for multi-agent systems, various frameworks have been proposed which easily scale to thousands of homogeneous agents. These include swarm based models, mean-field games (MFG), mean-field teams, and cooperative multi-agent systems [19, 18, 28, 2]. The central theme in all these approaches is the idea of mean-field (MF) approximation from statistical physics [44].

Motivated by the success of the planning frameworks, there have been several approaches which use mean-field approximation for reinforcement learning. The earliest of these is [25], which proposed a model based adaptive control algorithm for mean-field games. A Q-learning based algorithm for MFG control of coupled oscillators is proposed in [48]. Model-free Q-learning and actor critic algorithms for mean-field games have been proposed in [47, 33]. A detailed description of these papers is presented in Section 5.3. Another related work is [46], which proposed a mean-field based solution for inverse RL. Mean-field games are related to the notion of anonymous games, which considers static games with large number of anonymous agents [21, 4]. A learning framework for such games was presented in [22].

In the last decade, mean-field models have been successfully used in many planning problems in control engineering, network economics, and finance, but these results haven’t been translated to the learning setup. A remarkable feature of mean-field models is that as the number of agents becomes large, the non-stationarity problem has negligible impact on the solution. In a mean-field model, agents are homogeneous and coupled only through the mean-field. Agents impact each other only through the mean-field distribution and once this is fixed, the agents are decoupled. Thus, MF models circumvent the non-stationarity problem by changing the solution concept. It has been shown that under appropriate conditions, the mean-field equilibrium is also a $\varepsilon$-Nash equilibrium, where $\varepsilon$ is $O(1/\sqrt{n})$.

In this paper, we present reinforcement learning algorithms for stationary mean-field games. In the game theory and stochastic control literature, there are two very closely related modeling frameworks that are referred to as mean-field games and stationary mean-field games. We highlight the difference between these two modeling frameworks in Section 5.2. The current literature on using mean-field ideas in MARL focuses on computing Nash equilibrium of mean-field games. We propose reinforcement learning algorithms that compute stationary mean-field equilibrium and social-welfare optimal solution
of stationary mean-field games. Both the modeling framework and the solution concepts are different from what has previously appeared in the MARL literature. Our main contribution is to obtain RL algorithms for stationary MF models. Most existing works for RL for MF assumes non-stationary solution concept.

2 Background

2.1 Mean-field games (MFG)

Consider a mean-field game with \( n \) homogeneous agents, indexed by the set \( N = \{1, 2, \ldots, n\} \). Each agent has the same state and action spaces, which we denote by \( \mathcal{X} \) and \( \mathcal{A} \) respectively. Both \( \mathcal{X} \) and \( \mathcal{A} \) are finite sets. At any time \( t \), \( X^i_t \in \mathcal{X} \) and \( A^i_t \in \mathcal{A} \) denote the state and action of agent \( i \in N \). In a MFG, the dynamical evolution and the reward of each agent are decoupled from the rest of the agents given the mean-field, where the mean-field or the empirical distribution of the system is given by:

\[
Z_t(x) = \frac{1}{n} \sum_{i \in N} 1\{X^i_t = x\}, \quad \forall x \in \mathcal{X}.
\] (1)

Note that \( Z_t \in \Delta(\mathcal{X}) \), the space of probability mass functions on \( \mathcal{X} \). The state of agent \( i \) evolves according to:

\[
X^i_{t+1} \sim P(X^i_t, A^i_t, Z_t),
\] (2)

where \( P(x, a, z) \in \Delta(\mathcal{X}) \) is the transition probability distribution given the state \( x \), action \( a \) and mean-field \( z \). With a slight abuse of notation, we use \( P(y|x, a, z) \) to denote the probability that the next state is \( y \) given that the current state, action and mean-field are \( x \), \( a \) and \( z \) respectively. The per-step reward for each agent \( i \in N \) is given by:

\[
R^i_t = r(X^i_t, A^i_t, Z_t, X^i_{t+1}).
\] (3)

The utility or the expected total reward for agent \( i \in N \) is given by:

\[
U^i = \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t R^i_t \right],
\] (4)

where \( \gamma \in (0, 1) \) is the discount factor.

The main idea of mean-field games is to approximate the above finite population system by an infinite population system, where the empirical mean-field almost surely converges to the statistical mean-field due to the strong law of large numbers. Thus the agents assume that:

\[
Z_t(x) \approx \frac{1}{n} \sum_{i \in N} P(X^i_t = x).
\] (5)

In addition, it is assumed that agents use an identical time varying policy \( (\pi_1, \pi_2, \ldots) \), where \( \pi_t : \mathcal{X} \rightarrow \Delta(\mathcal{A}) \) is the stochastic policy at time \( t \) and \( A^i_t \sim \pi_t(X^i_t) \). When all agents follow policy \( (\pi_1, \pi_2, \ldots) \), the statistical mean-field evolves according to the discrete time McKean Vlasov equation:

\[
Z_{t+1}(y) = \sum_{x \in \mathcal{X}} \sum_{a \in \mathcal{A}} Z_t(x) \pi_t(a|x) P(y|x, a, Z_t), \quad \forall y \in \mathcal{X},
\] (6)

which we denote as:

\[
Z_{t+1} = \Phi(Z_t, \pi_t).
\] (7)
2.2 Stationary MFG

In stationary MFG, the following additional assumptions are made [41, 42, 1].

(A1) Time homogeneous policy: All agents follow a time-homogeneous, stochastic policy, \( \pi_t : X \rightarrow \Delta(A) \) for all \( t \), i.e., each agent chooses an action given by \( A_i^t \sim \pi(X_i^t) \). With a slight abuse of notation, we use \( \pi(a|x) \) to denote the probability of choosing action \( a \) in state \( x \) under policy \( \pi \). Let \( \Pi \) denote the space of all such policies.

(A2) Stationarity of mean-field: When all agents follow a policy \( \pi \in \Pi \), the mean-field of states \( \{Z_t\}_{t \geq 0} \) converges almost surely to a constant limit \( z \), which we call the stationary mean-field. Note that the stationary mean-field satisfies:

\[
    z = \Phi(z, \pi). \tag{8}
\]

(A3) Agent’s performance evaluation: Agents evaluate their performance by assuming that the population is infinite and the corresponding mean-field takes its stationary value at all times. In particular, given a policy \( \pi \in \Pi \) and a candidate stationary mean-field distribution \( z \in \Delta(X) \), agent \( i \) evaluates its performance starting from initial state \( x \in X \) as:

\[
    V_{\pi,z}(x) = \mathbb{E}_{A_i^t \sim \pi(X_i^t)} \left[ \sum_{t=0}^{\infty} \gamma^t r(X_i^t, A_i^t, z, X_{i+1}^t) \middle| X_0^i = x \right].
\]

Such a mean-field approximation may be written as the solution of the following Bellman fixed-point equation.

\[
    V_{\pi,z}(x) = \sum_{a \in A} \pi(a|x) \left[ \sum_{y \in X} P(y|x, a, z) \times \left[ r(x, a, z, y) + \gamma V_{\pi,z}(y) \right] \right].
\]

2.3 Solution concepts

When agents are strategic (non-cooperative), the following refinement of Markov perfect equilibrium (MPE) is used as a solution concept [1].

Definition 1 (Stationary mean-field equilibrium (SMFE)) A stationary mean-field equilibrium (SMFE) is a pair of policy \( \pi \in \Pi \) and mean-field \( z \in \Delta(X) \) which satisfies the following two properties:

1. Sequential rationality: For any other policy \( \pi' \),

\[
    V_{\pi,z}(x) \geq V_{\pi',z}(x), \quad \forall x \in X.
\]

2. Consistency: The mean-field \( z \) is stationary under policy \( \pi \), i.e.,

\[
    z = \Phi(z, \pi).
\]

When agents are cooperative, the following refinement of social welfare optimal solution is used as a solution concept.

Definition 2 (Stationary mean-field social-welfare optimal policy (SMF-SO)) A policy \( \pi \in \Pi \) is stationary mean-field social welfare optimal (SMF-SO) if it satisfies the following property:

- Optimality: For any other policy \( \pi' \in \Pi \),

\[
    V_{\pi,z}(x) \geq V_{\pi',z}(x), \quad \forall x \in X,
\]

where \( z \) and \( z' \) are the stationary mean-field distributions corresponding to \( \pi \) and \( \pi' \), respectively, i.e., satisfy

\[
    z = \Phi(z, \pi) \quad \text{and} \quad z' = \Phi(z', \pi').
\]
2.3.1 Comparison of the two solution concepts

The definitions of sequential rationality and optimality are different. In particular, sequential rationality is defined with respect to the mean-field $z$; while considering the performance of an alternative policy $\pi' \in \Pi$ it is assumed that the mean-field does not change. In contrast, optimality is a property of a policy; while considering the performance of an alternative policy $\pi' \in \Pi$, the mean-field approximation of the performance is with respect to the stationary mean-field corresponding to $\pi'$. Thus, in general, SMFE and SMF-SO are different.

2.4 Local solution concepts

Both the solution concepts described in Section 2.3 are global concepts, i.e., they are defined over all possible policies $\pi \in \Pi$. They are difficult to verify by agents with bounded rationality or limited computational resources. So, we define local variations of these solution concepts that are easier to verify. It is worth highlighting that when these local solution concepts are unique (as is the case in many examples), they coincide with the the global ones. To define these local solution concepts, we make two assumptions:

1. The initial states of all agents are independent and identically distributed according to $\xi_0 \in \Delta(\mathcal{X})$.

Thus, the performance of any policy $\pi \in \Pi$ is given by:

$$J_{\pi,z} = \mathbb{E}_{X \sim \xi_0}[V_{\pi,z}(X)] = \sum_{x \in \mathcal{X}} V_{\pi,z}(x)\xi_0(x).$$

2. The policy $\pi \in \Pi$ is parametrized by $\theta \in \Theta$, where $\Theta$ is a convex and closed subset of a Euclidean space. We denote the policy parametrized by $\theta \in \Theta$ as $\pi_\theta$. Examples of such parametrizations include Gibbs/Boltzmann distribution and neural networks.

Both these assumptions are standard in the reinforcement learning literature on policy gradient methods [40]. Based on these assumptions, we define the following local variants of SMFE and SMF-SO.

**Definition 3 (Local stationary mean-field equilibrium (LSMFE))** A local stationary mean-field equilibrium (LSMFE) is a pair of policy $\pi_\theta \in \Pi$ and mean-field $z \in \Delta(\mathcal{X})$ which satisfies the following two properties:

1. Local sequential rationality: $\partial J_{\pi_\theta,z}/\partial \theta = 0$.
2. Consistency: $z = \Phi(z, \pi_\theta)$.

**Definition 4 (Local stationary mean-field social welfare optimal policy (LSMF-SO))** A policy $\pi_\theta \in \Pi$ is local stationary mean-field social welfare optimal (LSMF-SO) if it satisfies the following property:

- Local optimality: $dJ_{\pi_\theta,z}/d\theta = 0$, where $z_\theta$ is the stationary mean-field distribution corresponding to $\pi_\theta$, i.e., satisfies $z_\theta = \Phi(z_\theta, \pi_\theta)$.

2.4.1 Comparison of the two local solution concepts

From the chain rule of derivatives, we have

$$\frac{dJ_{\pi_\theta,z}(x)}{d\theta} = \frac{\partial J_{\pi_\theta,z}(x)}{\partial \pi} \frac{\partial \pi}{\partial \theta} + \frac{\partial J_{\pi_\theta,z}(x)}{\partial z} \frac{\partial z}{\partial \theta}.$$

The first term is equal to $\partial J_{\pi_\theta,z}(x)/\partial \theta$. In general, $\partial J_{\pi_\theta,z}(x)/\partial \theta \neq 0$ and $\partial z/\partial \theta \neq 0$. Thus, local optimality is not the same as local sequential rationality. This is also illustrated by the numerical results presented in Section 4.
2.4.2 Comparison of global and local solution concepts

Local variants of Nash equilibrium have been studied in the literature [35]. An interesting feature for MFG is that uniqueness of SMFE does not imply that LSMFE is same as SMFE. This is because unlike standard Nash equilibrium, SMFE and LSMFE are a collection of a strategy profile and stationary distribution. Sufficient conditions for LSMFE to be unique (and agree with the SMFE) are:

1. SMFE is unique.
2. The value function is concave in the policy parameters for every value of mean-field.

Conditions for unique local equilibrium are satisfied for the malware spread model presented in Section 4 [15, 16, 17].

3 RL for stationary MFG

In this section we propose two RL algorithms corresponding to each of the local solution concepts defined in Section 2.4. For both cases we assume that the agent has access to a simulator that yields the next state and the per-step reward for an agent, given the agent’s current local state, current action and the current mean-field.

3.1 RL algorithm for learning LSMFE

The key idea behind the RL algorithm to learn an LSMFE is as follows. Suppose $\hat{\Phi}(z, \pi)$ is an unbiased estimator of $\frac{\partial J_{\pi_{\theta}, z}}{\partial \theta}$. Then, we can start with an initial guess $\theta_0 \in \Theta$ and $z_0 \in \Delta(\mathcal{A})$ and at each step of the iteration, update the guess $(\theta_k, z_k)$ using two-timescale stochastic gradient ascent [8]:

\begin{align}
z_{k+1} &= z_k + \beta_k \left[ \hat{\Phi}(z_k, \pi_{\theta_k}) - z_k \right], \\
\theta_{k+1} &= \left[ \theta_k + \alpha_k G_{\theta_k, z_k} \right]_{\Theta},
\end{align}

(9a)

(9b)

where $[\cdot]_{\Theta}$ denotes projection on to the set $\Theta$ and $\hat{\Phi}(z, \pi)$ is an unbiased approximation of $\Phi(z, \pi)$ which is generated as follows: generate a mini-batch of $m$ samples $(X_j, A_j, Y_j)_{j=1}^m$ where $X_j \sim z$, $A_j \sim \pi(\cdot|X_j)$, and $Y_j \sim P(X_j, A_j, z)$ and set

$$
\hat{\Phi}(z, \pi)(y) = \frac{1}{m} \sum_{j=1}^m \mathbf{1}\{Y_j = y\}.
$$

The learning rates $\{\alpha_k, \beta_k\}_{k \geq 0}$ are chosen according to the standard conditions for two-timescale algorithms: $\sum \alpha_k = \infty$, $\sum \beta_k = \infty$, $\sum (\alpha_k^2 + \beta_k^2) < \infty$, $\lim_{k \to \infty} \alpha_k = 0$, $\lim_{k \to \infty} \beta_k = 0$ and $\lim_{k \to \infty} \alpha_k/\beta_k = 0$. Then, we have the following:

**Proposition 1** If the following conditions are satisfied:

1. $\Phi(z, \pi_{\theta}), \partial J_{\pi_{\theta}, z}/\partial \theta$ are Lipschitz in $\theta, z$.
2. $\hat{\Phi}(z, \pi)$ and $G_{\theta, z}$ are unbiased estimators of $\Phi(z, \pi)$ and $\partial J_{\pi_{\theta}, z}/\partial \theta$. Moreover, the estimation error $G_{\theta, z} - \partial J_{\pi_{\theta}, z}/\partial \theta$ has bounded variance.
3. For all $\theta \in \Theta$, the ODE corresponding to (9a), i.e.,

$$
\dot{z} = \Phi(z, \pi_{\theta}) - z
$$

has a unique globally asymptotically stable equilibrium point, which we denote by $f(\theta)$.
4. $f(\theta)$ is Lipschitz in $\theta$. 


Then, almost surely:

1. \[ \| z_n - f(\theta_n) \| \to 0 \text{ as } n \to \infty. \]

2. Suitable continuous time interpolation of \( \{ \theta_n \} \) is an asymptotic pseudotrajectory of the semiflow induced by the ODE corresponding to (9b) for \( \theta \), i.e,
\[ \dot{\theta} = \partial J_{\pi_{\theta,z}} / \partial \theta. \]

3. The iteration (9) converges to a LSMFE.

**Proof.** Note that, because the image space of \( \Phi \) is bounded, the estimation error \( \hat{\Phi}(z,\pi) - \Phi(z,\pi) \) is uniformly bounded. Thus, the conditions stated in the proposition along with the learning rate conditions specified for iteration (9) satisfy all the conditions stated in [29, page 35], [8, Theorem 23]. The result then follows from the application of the theorem given in [29, page 35], [8, Theorem 23]. Consequently, iteration (9) almost surely converges to a limit \((\theta^*, z^*)\) such that [27]:
\[ \partial J_{\pi_{\theta^*,z^*}} / \partial \theta = 0 \text{ and } z^* = f(\theta^*), \]
which implies \((\pi_{\theta^*}, z^*)\) is a LSMFE. \( \square \)

In theory, two-timescale algorithms are nice because they are amenable to a proof of convergence. However, in practice, two-time scale algorithms converge slowly because there are no good methods to adapt the learning rates. So, rather than running a two-timescale algorithm, it is often better to run a large but fixed number of iterations of variable running at the faster timescale for every iteration of variable running at the slower timescale. For iteration (9) this is equivalent to running multiple iterations of (9a) (with a fixed learning rate \( \beta \)) for every iteration of (9b). In the sequel, we run \( B \) iterations of (9b) with \( \beta_k = 1 \), which is shown in Algorithm 1 and is equivalent to a particle based Monte Carlo computation of the generated mean-field of the system.

**Algorithm 1: Stationary MF**

<table>
<thead>
<tr>
<th>input</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta ): Policy parameter, ( \xi_0 ): Initial state distribution</td>
<td>( z ): Final mean-field</td>
</tr>
<tr>
<td>( B ): Iteration count, ( m ): Batch size</td>
<td></td>
</tr>
</tbody>
</table>

for \( j = 1 : m \) do
  for \( i \in N \) do
    Sample \( X_{0,i}^j \sim \xi_0 \)
  \( z_0^j \leftarrow \xi_0 \)
  for \( t = 0 : B \) do
    for \( i \in N \) do
      Sample \( A_{t,i}^j \sim \pi(X_{t,i}^j) \)
      Sample \( X_{t+1,i}^j \sim P(X_{t,i}^j, A_{t,i}^j, z_t^j) \)
    for \( x \in X \) do
      \[ z_{t+1}^j(x) = \frac{1}{n} \sum_{i \in N} 1(X_{t+1,i}^j = x) \]
  \( z = \frac{1}{m} \sum_{j=1}^m z_{B+1}^j \)

return \( z \)

To convert iteration (9) to a complete algorithm, we need an algorithm that computes an unbiased estimator \( G_{\theta,z} \) for \( \partial J_{\pi_{\theta,z}} / \partial \theta \) for a given \( z \). Since \( z \) is fixed, \( \partial J_{\pi_{\theta,z}} / \partial \theta \) may be computed using any of the standard policy gradient based approaches for reinforcement learning: likelihood ratio based gradient estimators [40, 26] or simultaneous perturbation based gradient estimators [37, 32, 23, 5].

**3.1.1 Likelihood ratio based gradient estimation**

One approach to estimate the performance gradient is to use likelihood ratio based estimates [36, 12, 45]. Suppose the policy \( \pi_{\theta}(X) \) is differentiable with respect to \( \theta \). For any time \( t \), define the likelihood
function $\Lambda_\theta = \nabla_\theta \log[\pi_\theta(A_t \mid X_t)]$. Then from [45, 40, 3] we know that:

$$\frac{\partial V_{\theta,z}(x)}{\partial \theta} = \mathbb{E}_{A_t \sim \pi_\theta(X_t)} \left[ \sum_{t=0}^{\infty} \gamma^t \Lambda_\theta V_{\pi_\theta,z}(X_t) \mid X_0 = x \right].$$

Thus,

$$\frac{\partial J_{\theta,z}}{\partial \theta} = \mathbb{E}_{X \sim \xi_0} \left[ \frac{\partial V_{\theta,z}(X)}{\partial \theta} \right].$$

An algorithm to compute LSMFE based on the likelihood ratio approach is given in Algorithm 2. The PolicyGradient function in Algorithm 2 can be obtained by an actor only method such as Monte Carlo [39] or Renewal Monte Carlo [38] or using an actor critic method such as SARSA [39]. Additionally, variance reduction techniques such as subtracting a baseline or using mini-batch averaging may also be used.

**Algorithm 2: Likelihood ratio based algorithm to compute LSMFE**

**input**: $\theta_0$: Initial policy, $z_0$: Initial mean-field
$\xi_0$: Initial state distribution
$K$: Iteration count
$B$: Iterations for mean-field update
$m$: Batch size for mean-field update

**output**: $(\theta^*, z^*)$: Estimated LSMFE solution

For iterations $k = 0 : K$

- $z_{k+1} = \text{Stationary}_\text{MF}(\theta_k, \xi_0, B, m)$
- $G_{\theta_k,z_{k+1}} = \text{PolicyGradient}(\theta_k, \xi_0, z_{k+1})$
- $\theta_{k+1} = [\theta_k + \alpha_k G_{\theta_k,z_{k+1}}]_\Theta$

return $\theta_{K+1}$

**3.1.2 Simultaneous perturbation based gradient estimation**

Another approach to estimate the performance gradient is to use simultaneous perturbation based methods [37, 32, 23, 5]. This approach is useful when the policy $\pi_\theta$ is not differentiable with respect to its parameters $\theta$. Now, given any distribution $\xi_0$, we can estimate $J_{\pi_\theta,z}$ using $V_{\pi_\theta,z}$ as:

$$J_{\pi_\theta,z} = \mathbb{E}_{X \sim \xi_0} [V_{\pi_\theta,z}(X)].$$

To generate the two-sided form of simultaneous perturbation based estimate, we generate two random parameters $\theta^+ = \theta + c \eta$ and $\theta^- = \theta - c \eta$, where $\eta$ is a random variable with the same dimension as $\theta$ and $c$ is a small constant. Let $\pi^+ = \pi_{\theta^+}$ and $\pi^- = \pi_{\theta^-}$. Then, the two-sided simultaneous perturbation estimate is given by

$$G_{\theta,z} = \frac{\eta}{2c}(J_{\pi^+,z} - J_{\pi^-,z}).$$

When $\eta_i \sim \text{Rademacher}(\pm 1)$, the above method is called simultaneous perturbation stochastic approximation (SPSA) [37, 32]; when $\eta_i \sim \text{Normal}(0, I)$ it is called smoothed functional stochastic approximation (SFSA) [23, 5].

An algorithm to compute LSMFE using the simultaneous perturbation approach is given in Algorithm 3. As in the case of the likelihood ratio based approach, the PolicyEvaluation function in Algorithm 3 may be obtained by an actor only method such as Monte Carlo [39] or Renewal Monte Carlo [38] or using an actor critic method such as SARSA [39].
Algorithm 3: Simultaneous perturbation based algorithm to compute LSMFE

**input** : $\theta_0$: Initial policy, $z_0$: Initial mean-field, $\xi_0$: Initial state distribution
$K$: Iteration count, $c$: Perturbation size
$B$: Iterations for mean-field update
$m$: Batch size for mean-field update

**output** : $(\theta^*, z^*)$: Estimated LSMFE solution

for iterations $k = 1 : K$

$z^{k+1} = \text{StationaryMF}(\theta^*_k, \xi_0, B, m)$

Let $\eta \sim \text{Rademacher}(\pm 1)$ or $\eta \sim \mathcal{N}(0, 1)$

$\theta^+_k = \theta_k + \eta \beta$ and $\theta^-_k = \theta_k - \eta \beta$

$\hat{J}_k^+ = \text{PolicyEvaluation}(\theta^+_k, \xi_0, z_k+1)$

$\hat{J}_k^- = \text{PolicyEvaluation}(\theta^-_k, \xi_0, z_k+1)$

$G_{\theta_k,z_k+1} = \frac{\eta^2}{c}(\hat{J}_k^+ - \hat{J}_k^-)$

$\theta_{k+1} = \left[\theta_k + \alpha_k G_{\theta_k,z_k+1}\right]_\Theta$

return $\theta_{K+1}$

3.2 RL algorithm for learning LSMF-SO

The key idea behind the RL algorithm to learn an LSMF-SO is as follows. Suppose $T_\theta$ is an unbiased estimator for $dJ_{\pi_\theta,z_\theta}/d\theta$, where $z_\theta$ is the fixed point of $z = \Phi(z, \pi_\theta)$. Then, we start with an initial guess $\theta_0 \in \Theta$, and at each step of the iteration, update the guess using stochastic gradient ascent:

$$\theta_{k+1} = \left[\theta_k + \alpha_k T_\theta\right]_\Theta,$$  \hspace{1cm} (10)

where $\{\alpha_k\}_{k \geq 0}$ is a sequence of learning rates that satisfies the standard conditions: $\sum \alpha_k = \infty$ and $\sum \alpha_k^2 < \infty$. Then, we have the following:

**Proposition 2** If the following conditions are satisfied:

1. $dJ_{\pi_\theta,z_\theta}/d\theta$ is continuous in $\theta$.
2. $T_\theta$ is an unbiased estimator of $dJ_{\pi_\theta,z_\theta}/d\theta$ and the error $T_\theta - dJ_{\pi_\theta,z_\theta}/d\theta$ has bounded variance.
3. The ODE for $\theta$, i.e.,

$$\dot{\theta} = dJ_{\pi_\theta,z_\theta}/d\theta,$$

has isolated limit points that are locally asymptotically stable.

Then, almost surely:

1. Suitable continuous time interpolation of $\{\theta_n\}$ is an asymptotic pseudotrajectory of the semiflow induced by the ODE for $\theta$.
2. The iteration converges to a LSMF-SO.

**Proof.** The conditions stated above and the learning rate conditions satisfy the standard stochastic approximation convergence conditions as given in [7, 27]. Hence, the iteration (10) converges almost surely to a limit $\theta^*$ such that:

$$dJ_{\pi^{*}_\theta,z^{*}_\theta}/d\theta = 0,$$

which implies $(\pi^{*}_\theta, z^{*}_\theta)$ is a LSMF-SO, where $z^{*}_\theta = \Phi(z^{*}_\theta, \pi^{*}_\theta)$.

To convert iteration (10) to a complete algorithm, we need an algorithm that computes an unbiased estimator $T_\theta z$ of $dJ_{\pi_\theta,z_\theta}/d\theta$. Likelihood ratio based gradient estimators do not work in this case because, in order to compute $dE[r(X_t^1, A_t^1, z_\theta)]/d\theta$, we need to compute $dz_\theta/d\theta$ and there are no good methods to do so. There are some results in the literature on the sensitivity of the stationary distribution of a Markov chain to its transition probability (e.g., [11] and references therein), but these results only provide loose bounds on $dz_\theta/d\theta$. However, it is possible to adapt simultaneous perturbation based methods to generate estimators of $dJ_{\pi_\theta,z_\theta}/d\theta$. We present one such estimator in the next section.
3.3 Simultaneous perturbation based gradient estimation

We first consider estimating $z_\theta$ for a given $\pi_\theta$. Under (A2), when each agent follows policy $\pi_\theta$, the mean-field converges to the stationary distribution $z_\theta$. Then, we can estimate $z_\theta$ by simply running the system for a sufficiently long time. An algorithm based on this idea is shown in Algorithm 1.

Then, to generate the two-sided simultaneous perturbation based estimate of $dJ_{\pi_\theta,z_\theta}/d\theta$, we generate two random parameters $\theta^+ = \theta + c\eta$ and $\theta^- = \theta - c\eta$, where $\eta$ and $c$ are as in Section 3.1.2. Let $\pi^+ = \pi_{\theta^+}$ and $\pi^- = \pi_{\theta^-}$. Generate $z^+ = z_{\pi^+}$ and $z^- = z_{\pi^-}$ using Algorithm 1. Then, the two-sided simultaneous perturbation estimate is given by

$$T_\theta = \frac{\eta}{2c}(J_{\pi^+,z^+} - J_{\pi^-,z^-}).$$

An algorithm to compute LSMF-SO using simultaneous perturbation approach is given in Algorithm 4. As was the case for Algorithm 3, the PolicyEvaluation function in Algorithm 4 may be obtained by an actor only method such as Monte Carlo [39] or Renewal Monte Carlo [38] or using an actor critic method such as SARSA [39].

Algorithm 4: Simultaneous perturbation based algorithm to compute LSMF-SO

<table>
<thead>
<tr>
<th>input</th>
<th>$\theta_0$: Initial policy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\xi_0$: Initial state distribution</td>
</tr>
<tr>
<td></td>
<td>$K$: Iteration count, $c$: Perturbation size</td>
</tr>
<tr>
<td></td>
<td>$B$: Iterations for mean-field update</td>
</tr>
<tr>
<td></td>
<td>$m$: Batch size for mean-field update</td>
</tr>
<tr>
<td>output</td>
<td>$\theta^*$: Estimated LSMF-SO solution</td>
</tr>
</tbody>
</table>

for iterations $k = 1 : K$

Let $\eta \sim \text{Rademacher}(\pm 1)$ or $\eta \sim \mathcal{N}(0,1)$

$\theta^+_k = \theta_k + \eta \beta$ and $\theta^-_k = \theta_k - \eta \beta$

$z^+_k = \text{StationaryMF}(\theta^+_k, \xi_0, B, m)$

$z^-_k = \text{StationaryMF}(\theta^-_k, \xi_0, B, m)$

$\hat{J}^+_k = \text{PolicyEvaluation}(\theta^+_k, \xi_0, z^+_k)$

$\hat{J}^-_k = \text{PolicyEvaluation}(\theta^-_k, \xi_0, z^-_k)$

$T_{\theta_k} = \frac{\eta}{2c}(\hat{J}^+_k - \hat{J}^-_k)$

$\theta_{k+1} = [\theta_k + \alpha_k T_{\theta_k}]$ Θ

return $\theta_{K+1}$

4 Numerical experiment

4.1 Example 1: Malware spread

4.1.1 Environment

We consider the malware spread model presented in [15, 16, 17, 20]. This model is representative of several problems with positive externalities. Examples of such models include flu vaccination, economic models involving entry and exit of firms, collusion among firms, mergers, advertising, investment, network effects, durable goods, consumer learning etc. Hence, we consider the malware spread problem as a representative problem where an analytical solution is available. In this model, let $X \in [0, 1]$ denote the state (level of infection) of agent $i$, where $X^i_0 = 0$ is the most healthy state and $X^i_1 = 1$ is the least healthy state. The action space $A = \{0, 1\}$, where $A^i_t = 0$ implies DO NOTHING and $A^i_t = 1$ implies REPAIR. The dynamics are given by

$$X^i_{t+1} = \begin{cases} 
X^i_t + (1 - X^i_t)\omega_t, & \text{for } A^i_t = 0, \\
0, & \text{for } A^i_t = 1,
\end{cases}$$
where \( \{ \omega_t \}_{t \geq 1} \) is a \([0, 1]\)-valued i.i.d. process with probability density \( f \). The above dynamics imply that if the agent takes the DO NOTHING action, then its state deteriorates to a worse condition in the interval \([1 - X^t_i, 1] \); if the agent takes the REPAIR action, then its state resets to the most healthy state.

The rewards are coupled through the mean \( \langle Z_t \rangle \) of the mean field \( Z_t \) (i.e., \( \langle Z_t \rangle := \int_0^1 xZ_t(x)dx \)). Each agent incurs a cost \( k + \langle Z_t \rangle \) \( X^t_i \), which captures the risk of getting infected, and an additional cost of \( \lambda \) for taking the REPAIR action, i.e.,

\[
 r(X^t_i, A^t_i, Z_t) = -(k + \langle Z_t \rangle)X^t_i - \lambda A^t_i.
\]

### 4.1.2 Model and policy parameters

We consider \( n = 1000 \) agents, \( f = \text{Uniform}[0, 1] \), \( k = 0.2 \), \( \lambda = 0.5 \) and \( \gamma = 0.9 \). The continuous state space \( \mathcal{X} = [0, 1] \) is discretized into 101 uniformly sized cells \( \{0.0, 0.01, \ldots, 1\} \). We consider two different policy parametrizations:

1. **Threshold based policy**: We consider threshold-based policies parametrized by \( \theta \in [0, 1] \) such that:

\[
\pi_\theta(x) = \begin{cases} 
0, & \text{if } x < \theta, \\
1, & \text{if } x \geq \theta.
\end{cases}
\] (11)

We use this policy parametrization to estimate both LSMFE and LSMF-SO. The parameterized policies of the form (11) are not differentiable with respect to \( \theta \), so we estimate the gradient using simultaneous perturbation methods (Algorithms 3 and 4) with \( c = 0.1 \), \( \eta \sim \text{Rademacher}(\pm 1) \), initial value of the threshold chosen uniformly at random, i.e., \( \theta_0 \sim \text{Uniform}[0, 1] \). In both algorithms, policy evaluation is done using Monte Carlo with \( m = 1000 \) trajectories of length \( H = 200 \).

2. **Neural network (NN) based policy**: We consider a neural network policy with two hidden layers with 5 neurons and tanh activation. We estimate the gradient using the likelihood ratio method. We use REINFORCE [45] to compute the performance gradient and backpropagate this gradient over the NN to compute \( G_{\theta, z} \). Policy gradient estimation is done using Monte Carlo (actor only) with \( m = 10 \) and \( H = 200 \). Since we have a likelihood ratio based gradient estimation approach only for the RL algorithm for LSMFE (Section 3.1.1), we use this policy parametrization only to estimate LSMFE (Algorithm 2).

For both the policy parametrizations, \( z_0 = \xi_0 = \text{Uniform}(\mathcal{X}) \), \( B = 200 \) and \( K = 200 \). We choose the learning rate using ADAM [24]. We repeat the experiment 100 times for both the policy parametrizations.

### 4.1.3 Results

The performance \( J \) for LSMFE (using both parameterizations) and LSMF-SO (using threshold based policies) are shown in Figure 1a. For the threshold based policy, \( J \) and \( \langle z^* \rangle \) were evaluated using exact policy evaluation. For the neural network policy, they were estimated using 10 Monte Carlo evaluation runs. Hyperparameter tuning for selecting the NN parameters is given in the Appendix in Section 6.1.

For comparison, the exact SMF-SO and SMFE solutions are also plotted. The SMF-SO solution is computed by a brute force search over all \( \theta \in [0, 1] \). The SMFE solution is computed using the method described in [15]. These exact solutions are also shown in Figure 1a. The plots show that the convergence of the SPSA based RL algorithm is fairly fast and the variation across multiple runs is small. It is worth highlighting that LSMFE and LSMF-SO are different.
4.2 Example 2: Investments in product quality

4.2.1 Environment

We consider the investment decisions of firms in a fragmented market with a large number of firms. This model is adapted from [43]. In this model, each firm produces $n_p$ products. The state of each firm $X^i_t$ is represented by a $n_p$ vector with each element $X^{i,j}_t \in [0, 1], j \in \{1, \ldots, n_p\}$ denoting the normalized product quality for product $j$ for firm $i$. At each time step, each firm $i \in N$ has to choose whether or not to invest in improving the quality of each of its products $j \in \{1, \ldots, n_p\}$. Investment decisions are binary for each product. Thus the action space for firm $i$ is $\mathcal{A}^i = \{0, 1\}^{n_p}$, with $|\mathcal{A}^i| = 2^{n_p}$. When agent $i$ decides to invest in product $j$, the quality of product $j$ manufactured by $i$ increases uniformly at random from its current value to the maximum value of 1, if the average mean-field value is above a particular threshold $q$. If this average mean-field value is below $q$, then the agent gets only half of the product quality improvement as compared to the former case. This implies that when the average quality of product $j$ in the economy is below $q$, it is easier for each agent to improve its quality for product $j$. When the agent does not invest any amount in product $j$, its product quality for product $j$ remains unchanged. This is given as:

\[
X^{i,j}_{t+1} = \begin{cases} 
\omega_i (1 - X^{i,j}_t), & \text{if } (Z^i_t) < q \text{ and } A^{i,j}_t = 1, \\
0.5 \omega_i (1 - X^{i,j}_t), & \text{if } (Z^i_t) \geq q \text{ and } A^{i,j}_t = 1, \\
X^{i,j}_t, & \text{if } A^{i,j}_t = 0, 
\end{cases}
\]  

(12)

where $\omega_i$ is a $[0, 1]$-valued i.i.d. process with probability density $f$ and $\langle Z^i_t \rangle$ is the mean of $Z^i_t$ (i.e., equal to $\int_0^1 xZ^i_t(x)dx, j \in \{1, \ldots, n_p\}$).

At each step, each agent $i$ incurs a cost due to its investment and earns a positive reward due to its own product quality for each product $j \in \{1, \ldots, n_p\}$ and a negative reward due to the average product quality for product $i$, i.e., $\langle Z^i_t \rangle$. This per-step reward accumulated over all products is given as:

\[
r(X^i_t, A^{i,j}_t, Z^i_t) = \sum_{j=1}^{n_p} [d^j X^{i,j}_t - c^j \langle Z^i_t \rangle - \lambda A^{i,j}_t] 
\]  

(13)

4.2.2 Model and policy parameters

We consider $n = 100$ agents, $f = \text{Uniform}[0, 1]$, $n_p = 3$, $q = 0.4$, $c = [0.21, 0.22, 0.23]$, $d = [0.31, 0.32, 0.33]$, $\lambda = [0.2, 0.21, 0.22]$, $B = 200$, $K = 200$, $X^{i,j}_0 \sim \text{Uniform}[0, 1]$ and $\gamma = 0.9$. The
policy is parametrized using a two-layer neural network with 8 and 16 neurons respectively with a tanh activation function for all hidden units. We use ADAM with learning rate of 0.1. Hyperparameter tuning for selecting these parameters is given in the Appendix in Section 6.2.

4.2.3 Results

In this example, we only demonstrate the computation of LSMFE using a neural network policy. We performed 100 independent runs for this example. We then clustered the tails (last 10 iterations) of these 100 trajectories and found that there are multiple LSMFE for this example. In Figure 1b, we plot the median, and the region between the first and third quantiles for the trajectories corresponding to the two most populated clusters. These two clusters, named C1 and C2 in Figure 1b, comprise of 52% and 42% of the total number of trajectories respectively.

5 Discussion

5.1 Finite vs. infinite populations

In both MFG and stationary MFG, the finite population system is approximated by an infinite population system. The infinite population system has two features: (i) each agent has an infinitesimal impact on the evolution of the mean-field which can be ignored; and (ii) the empirical mean-field can be approximated by the statistical mean-field, which evolves in a deterministic manner for a given policy. Thus, the strategic interactions between agents in a general \(n\)-player game is replaced by two consistency requirements: the policy is a best-response to the mean-field and the mean-field is consistent with the policy. As a result, the \(n\)-agent learning problem is reduced to optimality and consistency between a single generic (or canonical) agent and the mean-field.

However, since we are approximating the finite population system by an infinite population system, the approximation is meaningful only if the corresponding approximation error is small. There are several results in the mean-field games literature that show that under various (generally mild) technical conditions, the infinite population result is an \(O(1/\sqrt{n})\) or an \(O(1/n)\) approximation of the corresponding finite population result [41, 18]. These conditions are often model specific, so we don’t list them here. What is important to note from the point of view of learning is that under these conditions, the learning algorithms proposed in this paper converge to \(O(1/\sqrt{n})\) or \(O(1/n)\) of the corresponding finite population solution.

5.2 Difference between MFG and stationary MFG models

MFG and stationary MFG are closely related but there is a fundamental difference between them. In MFG, assumptions (A1)–(A3) are not imposed. Thus the policy \(\hat{\pi} = (\hat{\pi}_1, \hat{\pi}_2, \ldots), \hat{\pi}_t : \mathcal{X} \to \Delta(\mathcal{A})\), is, in general, a time-varying policy (we denote the space of all such policies as \(\tilde{\Pi}\)) and it is not assumed that the mean-field trajectory \(z = (z_1, z_2, \ldots)\) converges to a limit. Thus, given a mean-field trajectory \(z\), the performance of a policy \(\hat{\pi} \in \tilde{\Pi}\) is given by:

\[
\hat{V}_{\hat{\pi}, z}(x) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(X_t^t, A_t^t, z_t, X_{t+1}^t) \bigg| X_0^t = x \right].
\]

Note that even though the mean-field trajectory is fixed, the environment and rewards perceived by a generic agent are time-varying. Therefore, one cannot write a fixed-point Bellman equation for \(\hat{V}_{\hat{\pi}, z}\). Nonetheless, a time-varying Bellman equation can be written and, it is for this reason that, most of the literature on MFG apart from the special case of linear dynamics and quadratic cost considers finite horizon systems.
The commonly used solution concept for MFG is the following:

**Definition 5 (NE-MFG)** A Nash equilibrium for MFG is a pair of time-varying policy \( \tilde{\pi} = (\tilde{\pi}_1, \tilde{\pi}_2, \ldots) \) and a trajectory of mean-fields \( z = (z_1, z_2, \ldots) \) which satisfies the following two conditions:

1. **Sequential rationality:** For any other policy \( \tilde{\pi}' = (\tilde{\pi}'_1, \tilde{\pi}'_2, \ldots) \), we have:
   \[
   V_{\tilde{\pi}, z}(x) \geq V_{\tilde{\pi}', z}(x), \quad \forall x \in \mathcal{X}.
   \]

2. **Consistency:** The mean-field evolves as:
   \[
   z_{t+1} = \Phi(z_t, \hat{\pi}_t), \quad \forall t.
   \]

It is worth highlighting that NE-MFG is a pair of a trajectory of time-varying policy and time-varying mean-field. In contrast, SMFE is a pair of single policy and a single mean-field. Thus, SMFE is considerably easier to compute and implement as compared to NE-MFG. This simplicity comes at the cost of generality. The conditions for existence of SMFE are generally stricter than those for NE-MFG.

### 5.3 Related work

In view of the above discussion, we revisit the related work on mean-field approximation in MARL.

In [25], a model based adaptive control algorithm for computing NE-MFG of linear quadratic systems is considered. It is assumed that the dynamics takes one of finitely possible alternatives. Agents use maximum likelihood estimation to estimate the most likely dynamics and use certainty equivalent control laws corresponding to the estimated model. The results of [25] are difficult to generalize beyond the linear quadratic model.

In [48], a Q-learning algorithm for computing NE-MFG for a family of coupled oscillators is considered. The mean-field approximation is used to develop an approximate dynamic program (ADP) for the best-response equation and the ADP is solved using Q-learning. The approximation used for the ADP is specific for the model considered in [48] and does not apply to general models.

In [47], a Q-learning algorithm for computing NE-MFG for a stochastic game is presented. It is assumed that all agents observe the global state \( ((x^1, x^2, \ldots, x^n) \) in our model) and choose policies that map global state to local actions. The mean-field approximation is used to simplify the Q-function of the best-response and the simplified Q function is solved using Q-learning or DPG. When each agent has a local state (as is the case in the models presented in this paper), the global state is \( n \)-dimensional and it is impractical to assume that all agents know the global state. For example, in the malware example presented earlier, it will mean that all agents know the state of health of all agents in the system. Even if the global state were known, searching over policies \( \pi : (x^1, x^2, \ldots, x^n) \mapsto \Delta(A^i) \) will suffer from the curse of dimensionality.

In [33], a fictitious play based learning algorithm for computing NE-MFG of finite horizon common interest MFG is presented. In this algorithm, one starts with a guess for the mean-field trajectory and the policy and improves them using actor critic functions. The proof of convergence relies on a technical property for NE-MFG for finite horizon MFGs proved in [9] and it is not immediately clear how that technical property can be extended to infinite horizon stationary MFG.

It is worth highlighting that all the previous work on mean-field based learning algorithms for MARL compute NE-MFG. As far as we are aware, this is the first paper to propose mean-field based learning algorithms to compute SMFE and SMF-SO for stationary MFGs.

---

3 In [33], it is claimed that all MFGs are common interest games, but that is, in general, not the case.
5.4 Remarks on the generality of the model

For simplicity of exposition, we presented our results for the simplest model of stationary MFG. The results presented for this model continue to hold for the following generalizations.

- The coupling in the dynamics and reward is through the mean-field of states and actions rather than mean-field of just the states. In this case, the argument presented in the paper continues to work with minor changes because mean-field of states and actions is a function of the policy and the mean-field of states. In particular, if \( \bar{z} \) denotes the mean-field of states and actions, then, in the infinite population limit

\[
\bar{z}_t(x, a) = \bar{z}_t(x)\pi_t(a | x), \quad \forall x \in X, a \in A.
\] (14)

- The states and/or actions are continuous rather than discrete. In this case, the arguments hold under the standard conditions on measurability of dynamics, upper semi-continuity of the rewards, compactness of the action space, and the growth conditions on the rewards to ensure that value functions are well defined. An appropriate parametrization of the policy using a sufficiently rich family of function approximators such as radial basis functions or neural networks is also needed.

- There is a heterogeneous population consisting of multiple sub-populations of homogeneous agents. Such a model can be converted to a homogeneous population model by considering the type of the agent as a component of the state.

6 Appendix: Hyperparameter tuning

6.1 Example 1: Malware spread

For the NN based policy given in Section 4.1.2, we consider the following three hyperparameters—learning rate, architecture of hidden layers and activation function. We performed a grid search over a selected set of these three parameters to choose the best set of hyperparameters. For this grid search, we considered 5 learning rates—0.1, 0.05, 0.01, 0.005, 0.001, 5 hidden layer architectures—\{4\}, \{4,4\}, \{5\}, \{5,5\}, \{10,10\} where \{4\} represents a single hidden layer with 4 neurons and \{5,5\} represents two hidden layers with 5 neurons each, and finally for the activation functions we considered ReLU and tanh. For each combination of parameters in the grid search, we collected results from 10 independent runs. For choosing the best hyperparameters we computed the mean of the NN loss \( G_{\pi_{\theta}, z} \) and mean of the absolute changes in the stationary mean field values averaged over the last 50 iterations for these 10 runs. The sum of these averaged quantities, called scores, are shown in Figure 2a. The hyperparameter combination corresponding to the X-axis indices are given in Table 1.
Table 1: Hyperparameter values and corresponding indices used in Figure 2a for Example 1

<table>
<thead>
<tr>
<th>Index</th>
<th>Learning rate</th>
<th>Hidden layers</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>{4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>{4}</td>
<td>tanh</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>{4,4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>{4,4}</td>
<td>tanh</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>{5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>{5}</td>
<td>tanh</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>{5,5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>{5,5}</td>
<td>tanh</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>{10,10}</td>
<td>ReLU</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>{10,10}</td>
<td>tanh</td>
</tr>
<tr>
<td>10</td>
<td>0.05</td>
<td>{4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>11</td>
<td>0.05</td>
<td>{4}</td>
<td>tanh</td>
</tr>
<tr>
<td>12</td>
<td>0.05</td>
<td>{4,4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>13</td>
<td>0.05</td>
<td>{4,4}</td>
<td>tanh</td>
</tr>
<tr>
<td>14</td>
<td>0.05</td>
<td>{5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>15</td>
<td>0.05</td>
<td>{5}</td>
<td>tanh</td>
</tr>
<tr>
<td>16</td>
<td>0.05</td>
<td>{5,5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>17</td>
<td>0.05</td>
<td>{5,5}</td>
<td>tanh</td>
</tr>
<tr>
<td>18</td>
<td>0.05</td>
<td>{10,10}</td>
<td>ReLU</td>
</tr>
<tr>
<td>19</td>
<td>0.05</td>
<td>{10,10}</td>
<td>tanh</td>
</tr>
<tr>
<td>20</td>
<td>0.005</td>
<td>{4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>21</td>
<td>0.005</td>
<td>{4}</td>
<td>tanh</td>
</tr>
<tr>
<td>22</td>
<td>0.005</td>
<td>{4,4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>23</td>
<td>0.005</td>
<td>{4,4}</td>
<td>tanh</td>
</tr>
<tr>
<td>24</td>
<td>0.005</td>
<td>{5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>25</td>
<td>0.005</td>
<td>{5}</td>
<td>tanh</td>
</tr>
<tr>
<td>26</td>
<td>0.005</td>
<td>{5,5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>27</td>
<td>0.005</td>
<td>{5,5}</td>
<td>tanh</td>
</tr>
<tr>
<td>28</td>
<td>0.005</td>
<td>{10,10}</td>
<td>ReLU</td>
</tr>
<tr>
<td>29</td>
<td>0.005</td>
<td>{10,10}</td>
<td>tanh</td>
</tr>
<tr>
<td>30</td>
<td>0.001</td>
<td>{4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>31</td>
<td>0.001</td>
<td>{4}</td>
<td>tanh</td>
</tr>
<tr>
<td>32</td>
<td>0.001</td>
<td>{4,4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>33</td>
<td>0.001</td>
<td>{4,4}</td>
<td>tanh</td>
</tr>
<tr>
<td>34</td>
<td>0.001</td>
<td>{5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>35</td>
<td>0.001</td>
<td>{5}</td>
<td>tanh</td>
</tr>
<tr>
<td>36</td>
<td>0.001</td>
<td>{5,5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>37</td>
<td>0.001</td>
<td>{5,5}</td>
<td>tanh</td>
</tr>
<tr>
<td>38</td>
<td>0.001</td>
<td>{10,10}</td>
<td>ReLU</td>
</tr>
<tr>
<td>39</td>
<td>0.001</td>
<td>{10,10}</td>
<td>tanh</td>
</tr>
<tr>
<td>40</td>
<td>0.01</td>
<td>{4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>41</td>
<td>0.01</td>
<td>{4}</td>
<td>tanh</td>
</tr>
<tr>
<td>42</td>
<td>0.01</td>
<td>{4,4}</td>
<td>ReLU</td>
</tr>
<tr>
<td>43</td>
<td>0.01</td>
<td>{4,4}</td>
<td>tanh</td>
</tr>
<tr>
<td>44</td>
<td>0.01</td>
<td>{5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>45</td>
<td>0.01</td>
<td>{5}</td>
<td>tanh</td>
</tr>
<tr>
<td>46</td>
<td>0.01</td>
<td>{5,5}</td>
<td>ReLU</td>
</tr>
<tr>
<td>47</td>
<td>0.01</td>
<td>{5,5}</td>
<td>tanh</td>
</tr>
<tr>
<td>48</td>
<td>0.01</td>
<td>{10,10}</td>
<td>ReLU</td>
</tr>
<tr>
<td>49</td>
<td>0.01</td>
<td>{10,10}</td>
<td>tanh</td>
</tr>
</tbody>
</table>

6.2 Example 2: Investments in product quality

For the investments in product quality example, we do hyperparameter tuning by performing a grid search over the same three parameters as the previous example—learning rate, architecture of hidden layers and activation function. Here, we considered 3 learning rates—0.1, 0.05 and 0.025, 2 hidden layer architectures—\{8,16\} and \{16,32\} and 2 activation functions—ReLU and tanh. Similar to the case of Example 1 in 6.1, for each combination of parameters in the grid search, we collected results from 10 independent runs. Here, for choosing the best hyperparameters we computed the mean of the NN loss ($G_{\pi_{\theta},z}$) and mean of the absolute changes in the stationary mean field values averaged over
the last 25 iterations for these 10 runs. The corresponding scores as in 6.1, are shown in Figure 2b. The hyperparameter combination corresponding to the X-axis indices are given in Table 2.

<table>
<thead>
<tr>
<th>Index</th>
<th>Learning rate</th>
<th>Hidden layers</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>{8, 16}</td>
<td>ReLU</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>{8, 16}</td>
<td>tanh</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>{16, 32}</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>{16, 32}</td>
<td>tanh</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>{8, 16}</td>
<td>ReLU</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>{8, 16}</td>
<td>tanh</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>{16, 32}</td>
<td>ReLU</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>{16, 32}</td>
<td>tanh</td>
</tr>
<tr>
<td>8</td>
<td>0.025</td>
<td>{8, 16}</td>
<td>ReLU</td>
</tr>
<tr>
<td>9</td>
<td>0.025</td>
<td>{8, 16}</td>
<td>tanh</td>
</tr>
<tr>
<td>10</td>
<td>0.025</td>
<td>{16, 32}</td>
<td>ReLU</td>
</tr>
<tr>
<td>11</td>
<td>0.025</td>
<td>{16, 32}</td>
<td>tanh</td>
</tr>
</tbody>
</table>

References


