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1 Problem statement and background

Following the seminal work of Köppe et al. [15], Carvalho et al. [3, 4] defined integer programming games (IPGs) that will be the subject of this paper. In order to formally define an IPG, let us fix the following notation. If $C_i$ are sets for $i \in \mathcal{C}$, then $\mathcal{C} = \prod_{i \in \mathcal{C}} C_i$ and the operator $(-)^{-i}$ denotes $(\cdot)^{-i}$ for all $j \in \mathcal{C} \setminus \{i\}$.

An IPG is defined as a game with a finite set of players $M = \{1, 2, \ldots, m\}$ such that each player $p \in M$ has the set of strategies

$$X^p = \{x^p : A^p x^p \leq b^p, \ x^p_i \in \mathbb{N} \text{ for } i = 1, \ldots, B_p\},$$

where $A^p$ is a $r_p \times n_p$ rational matrix (with $n_p \geq B_p$) and $b^p$ a rational column vector of dimension $r_p$. Each player $p$ has a continuous payoff function $\Pi^p : X \to \mathbb{R}$ that can be evaluated in polynomial time.

An IPG is a non-cooperative complete information game, i.e., players are self-interested and have full information of each other payoffs and strategies. We restrict our focus to the simultaneous case, i.e., players play simultaneously. Each player $p$’s goal is to select her best response against the opponents strategy $x^{-p} \in X^{-p}$, i.e., to solve

$$\text{maximize}_{x^p \in X^p} \Pi^p(x^p, x^{-p}).$$

(1)

Given that players take decisions simultaneously, the expected game outcome is a profile of strategies $x \in X$ that solves the optimization problem (1) for all players, which is called a pure Nash equilibrium. Since pure equilibria may fail to exist, a broader concept exists. Let $\Delta^p$ denote the space of Borel probability measures over $X^p$ and $\Delta = \prod_{p \in M} \Delta^p$. Each player $p$’s expected payoff for a profile of strategies $\sigma \in \Delta$ is

$$\Pi^p(\sigma) = \int_{X^p} \Pi^p(x^p, x^{-p}) d\sigma.$$  (2)

A Nash equilibrium (NE) [21] is a profile of strategies $\sigma \in \Delta$ such that

$$\Pi^p(\sigma) \geq \Pi^p(x^p, \sigma^{-p}), \ \forall p \in M \ \forall x^p \in X^p.$$  (3)

An $\varepsilon$-equilibrium ($\varepsilon \geq 0$) is a profile of strategies $\sigma \in \Delta$ such that

$$\Pi^p(\sigma) + \varepsilon \geq \Pi^p(x^p, \sigma^{-p}), \ \forall p \in M \ \forall x^p \in X^p.$$  (4)

For a player’s $p$ strategy $\sigma^p \in \Delta^p$, its support is defined as $\text{supp}(\sigma^p) = \{x^p \in X^p : \sigma^p(x^p) > 0\}$, i.e., the set of player $p$’s strategies played with positive probability. When each player’s support size is 1 for a given $\sigma \in \Delta$, then $\sigma$ is called a pure profile of strategies, otherwise, we call it (strictly) mixed. For the sake of simplicity, whenever the context makes it clear, we use the term (strategy) profile to refer to a pure profile.

Player $p$’s payoff function is called separable if

$$\Pi^p(x) = \sum_{j_1=1}^{k_1} \ldots \sum_{j_m=1}^{k_m} a_{j_1 \ldots j_m}^p f_{j_1}^1(x^1) \ldots f_{j_m}^m(x^m),$$  (5)

where $a_{j_1 \ldots j_m}^p \in \mathbb{R}$ and the $f_j^p$ are real-valued continuous functions. An IPG such that each player payoff function is separable and strategy set is nonempty and bounded is called separable.

In [4] the following useful results were proven:

**Theorem 1 (Carvalho et al. [4])** Every IPG such that $X^p$ is nonempty and bounded for all $p \in M$ has a Nash equilibrium.

**Theorem 2 (Carvalho et al. [4])** For any Nash equilibrium $\sigma$ of a separable IPG, there is a Nash equilibrium $\tau$ such that each player $p$ mixes among at most $k_p + 1$ pure strategies and $\Pi^p(\sigma) = \Pi^p(\tau)$.  

Theorem 1 ensures that under a mild condition on the players’ sets of strategies, an IPG has a NE. Furthermore, if an IPG is separable, any NE can be described through a finite number of the players’ strategies. These results will guarantee the correctness of our algorithmic approach.
2 Contributions

Our main contribution is in the development of a flexible framework to compute an equilibrium for IPGs. Based on the theorems of the previous section, we are able to show that (i) our framework is guaranteed to compute an NE for IPGs in which all the player’s decision variables are finite and bounded, and (ii) it is guaranteed to compute an \( \varepsilon \)-equilibrium for IPG satisfying some mild conditions that are expected to be satisfied by real-world games. Nevertheless, our framework is capable of processing any IPG, although, it might fail to stop, \textit{e.g.}, if the input game has no equilibria.

Our framework requires game theory and mathematical optimization algorithms. Different algorithms in these fields are implemented in different solvers. Our framework provides the user with the flexibility of selecting the solvers to be used. In particular, the user can select solvers that might be more efficient for the specific IPG in hand. However, for the game theory solver, we strongly advice the use of Porter-Nudelman-Shoham method due to its practical efficiency, simple implementation and easy integration of heuristics. The latter characteristic will be explored and it also represents another degree of freedom in our framework. In summary, the flexibility of our method should be understood as a way of making it more efficient for the game at hand. To conclude the paper, we evaluate our algorithms through computational experiments that allow us to understand their performance. Given that this is the first general algorithm for IPGs, there is no other method in the literature to which our experiments can be compared.

Our paper is structured as follows. Section 3 reviews the literature in algorithmic game theory for the computation of Nash equilibria. Section 4 formalizes our framework and develops two methods to compute \( \varepsilon \)-equilibria for IPGs (approximated NE), providing specialized functions to speed up the methods. In Section 5, we introduce two relevant IPGs, the knapsack game and the competitive lot-sizing game, and validate our methods through computational experiments on these games. Finally, we conclude and discuss further research directions in Section 6.

3 Related literature

There are important real-world games (\textit{e.g.}, electricity markets [23], production planning [20], health-care [5]), where each player’s payoff maximization subject to her set of feasible strategies is described by a mixed integer programming formulation as required in the definition of IPGs. This motivates the importance of understanding the equilibria of IPGs. Moreover, IPGs contain the well-known class of finite games (games with a finite number of strategies and arbitrary payoff functions, see [4]) and quasi-concave games (strategies sets are convex and payoffs are quasi-concave). The existent tools and standard approaches for finite games and quasi-concave games are not directly applicable to IPGs. Additionally, the literature on IPGs focuses in the particular structure of specific games.

Kostreva [16] describes the first theoretical approach to compute pure equilibria to IPGs, where integer variables are required to be binary. The binary requirement in a binary variable \( x \) is relaxed by adding in the payoff a penalty \( Mx(1-x) \). Then, the Karush-Kuhn-Tucker (KKT) [14, 17] conditions are applied to each player optimization problem and merged into a system of equations for which the set of solutions contains the set of pure equilibria. To find the solutions for that system of equations, the author recommends the use of a path following in a homotopy [27] or Gröbner basis [8]. Additionally, it must be verified which of the system’s solutions are equilibria\(^1\), which results in long computational times. Gabriel et al. [10] proposed an optimization model for which the optimal solution is a pure Nash equilibrium of a game that approximates an IPG with concave payoffs. In that paper, integer requirements are relaxed, the players’ concave optimization problems are transformed in constrained problems through the KKT conditions and the complementary conditions are relaxed (not required to be satisfied) in order to satisfy the integrality requirements. On the few experimental results presented, this approach leads to the computation of a pure Nash equilibrium for the original game. However, there is neither a theoretical nor computational evidence showing the applicability of these ideas to the general case. Köppe et al. [15] were the pioneers to investigate IPGs with all the players’ decision variables restricted to be integer. The payoff functions in [15] are differences of piecewise-linear

\(^1\)The KKT conditions applied to non-concave maximization problems are only necessary.
In order to compute NE, the authors use generating functions of integer points inside of polytopes. Finally, the application of Köppe et al.’s results rely on computational implementations that are still in the preliminary stage, although theoretically the approach can be proven to run in polynomial time (under restrictive conditions, like a fixed number of players and the sum of the number of players’ decision variables, to a name few). Hemmecke et al. [13] considered IPGs with an additional feature: a player's set of feasible strategies depends on the opponents’ strategies. The authors study (generalized) pure equilibria assuming that the player’s decision variables are all integer and payoffs are monotonously decreasing in each variable.

Lee and Baldick [18] study the computation of mixed equilibria for an IPG in the context of the electric power market. There, the player’s set of strategies is approximated through its discretization, resulting in a finite game to which there are general algorithms to compute NE. Nevertheless, there is a trade-off between having a good discretized approximation and an efficient computation of NE: the more strategies are contained in the discretization, the longer the time to compute a NE will be.

None of the approaches above solve general IPGs, failing to either consider mixed NE or players’ strategies with continuous and integer decision variables.

4 Algorithmic approach

In [4] it was proven that even deciding the existence of a NE for a two-player IPG with bilinear payoffs is complete for the second level of the polynomial hierarchy, which is a class of problems believed to be hard to solve. As we show next, even when an IPG is guaranteed to have an equilibrium it is unlikely that it can be computed in polynomial time.

Any finite game is an IPG [4]. Furthermore, Chen et al. [7]’s result stated that solving a finite game even with only two players is PPAD-complete. Informally, for a PPAD-complete problem it is known that a solution exists; however the proof of solution existence is not constructive and it is believed to be “hard” to compute it. The result in [7] together with Theorem 1 and the fact that finite games are separable (see [4]) leads to:

**Lemma 1** The problem of computing an equilibrium to a separable IPG is PPAD-hard.

In what follows, we focus in separable IPGs since their set of NE can be characterized by finitely-supported equilibria (Theorem 2).

Next, in Section 4.1, we will analyze the standard idea in mathematical programming of relaxing the integrality requirements and we argue that this seems not to provide useful information. Thus, the problem must be tackled from another perspective. The algorithm designed in Section 4.2 will approximate an IPG iteratively. This framework incorporates an algorithm for the computation of an NE for finite games and a mathematical programming solver. Given the practical effectiveness of Porter-Nudelman-Shoham method (PNS) [25] for finite games, we review it and explore its flexibility. The basic algorithm obtained from our framework is modified in Section 4.2.2, in an attempt to improve its performance.

4.1 Game relaxations

A typical procedure to solve optimization problems consists in relaxing constraints that are hard to handle and to use the information associated with the solution of the relaxed problem to guide the search for the optimum. Thus, in this context, such ideas seem a natural direction to investigate. Call relaxed integer programming game (RIPG) the game resulting from an IPG when the integrality constraints are removed. In the following examples, we compare the NE between IPG and the associated RIPG.
Our goal is to determine an NE. Thus, from the Nash equilibria definition, we aim to find an equilibrium of RIPGs, implying that we would be restricted to pure equilibria (which may fail to exist).

There is only one feasible strategy for each player in the IPG. Thus, it is easy to see that IPG has a unique equilibrium: \((x^A, x^B) = ((1, 0), (1, 0))\). This equilibrium also holds for RIPG. However, RIPG possesses at least one more equilibrium: \((x^A, x^B) = ((0, \frac{2}{3}), (0, \frac{2}{3}))\).

Example 2 (RIPG with less equilibria than IPG) Consider the duopoly game such that player A solves

\[
\max_{x^A} 5x^A_1 x^B_1 + 23x^A_2 x^B_2 \text{ subject to } 1 \leq x^A_1 + 3x^A_2 \leq 2 \text{ and } x^A \in \{0, 1\}^2.
\]

and player B solves

\[
\max_{x^B} 5x^A_1 x^B_1 + 23x^A_2 x^B_2 \text{ subject to } 1 \leq x^B_1 + 3x^B_2 \leq 2 \text{ and } x^B \in \{0, 1\}^2.
\]

There are at least 2 equilibria: \((x^A, x^B) = ((0, 0), (0, 0))\) and \((x^A, x^B) = ((0, 1), (0, 1))\); however, none is an equilibrium of the associated RIPG. In fact, in the RIPG, it is always a dominant strategy for player B to select \(x^B = (\frac{1}{2}, 0)\), and the unique equilibrium is \((x^A, x^B) = ((1, 0), (\frac{1}{2}, 0))\). In conclusion, the game has at least 2 equilibria while the associated relaxation has 1.

These examples show that no bounds on the number of NE and, thus, on the players’ payoffs in an NE can be extracted from the relaxation of an IPG. Moreover, there are no general methods to compute mixed equilibria of RIPGs, implying that we would be restricted to pure equilibria (which may fail to exist).

4.2 Algorithm formalization

Our goal is to determine an NE. Thus, from the Nash equilibria definition, we aim to find \((\sigma^1, \ldots, \sigma^m)\) such that

\[
\sigma^p \in \Delta^p \quad \forall p \in M
\]

\[
\Pi^p(\sigma^p, \sigma^{-p}) \geq \Pi^p(x^p, \sigma^{-p}) \quad \forall p \in M, \quad \forall x^p \in X^p,
\]

that is, determine a mixed profile of strategies such that no player has incentive to unilaterally deviate from it. The number of pure strategies in each \(X^p\) is likely to be infinite or, in case the variables are all required to be integer and bounded, to be exponential. Thus, in general, the equilibria inequalities (6b) are unsuitable to be written for each pure strategy in \(X^p\). We call sampled game of an IPG to the finite game that results from restricting the players to a finite subset of feasible strategies of \(X\).

We then follow the motivating idea of column generation [11] and cutting plane [12] approaches: not all variables and constraints in problem (6) may be needed to find a solution. In this context, the natural idea to find a solution to the constraint programming problem (6) is through generation of strategies: start by solving the constrained problem for a finite subset of feasible strategies \(S = S^1 \times S^2 \times \ldots S^m\) (this is, compute an equilibrium for the sampled game); while there is a strategy for player \(p\) that gives her an incentive to deviate from the computed equilibrium, add the “destabilizing” strategy to \(S^p\). We call this scheme sampled generation method (SGM). Figure 1 illustrates the increase in the number of players’ strategies as SGM progresses. Intuitively, we expect that SGM will enumerate the most “relevant” strategies and/or “saturate” the space \(X\) after a sufficient number of iterations and thus, approximate to an equilibrium. Hopefully, we would not need to enumerate all feasible strategies in order to compute an equilibrium. In an IPG, there might exist players’ decision variables which are continuous. Under this case, SGM can only guarantee the computation of an \(\varepsilon\)-equilibrium. In this way, \(\varepsilon > 0\) becomes an input of SGM and the stopping criterion
Player 2

\[
\begin{array}{c|ccc}
S^2 & x^2,2 & \ldots & x^2,j \\
\hline
S^1 & \vdots & \ddots & \vdots \\
x^1,1 & \vdots & \ddots & \vdots \\
x^1,j+1 & \vdots & \ddots & \vdots \\
\end{array}
\]

Player 1

Figure 1: SGM: Sampled Generation Method for \( m = 2 \). The notation \( x^{p,k} \) represents the player \( p \)'s strategy added at iteration \( k \). A vertical (horizontal) arrow represents player 1 (player 2) incentive to unilaterally deviate from the sampled game computed equilibrium to a new strategy of her.

becomes the following: if there is no player able to unilaterally increase her payoff at the equilibrium \( \sigma \) of the current sampled game more than \( \varepsilon \), return \( \sigma \). Before providing the SGM’s proof of correctness, in an attempt to clarify the method, we apply it to an instance of IPGs.

Example 3 (Computing an equilibrium with SGM) Consider an IPG with two players. Player \( i \) wishes to maximize the payoff function \( \max_{x^i > 0} - (x^i)^2 + x^i x^{-i} \). The best reaction is given by \( x^i(x^{-i}) = \frac{1}{2} x^{-i} \), for \( i = 1, 2 \). The only equilibrium is \( (x^1, x^2) = (0, 0) \). Initialize SGM with the sampled game \( S^i = \{10\} \) for \( i = 1, 2 \), then in each iteration each player reduces by half the value of her variable, see Figure 2. Thus, SGM converges to the equilibrium \( (0, 0) \). If in the input of SGM, \( \varepsilon = 10^{-6} \) then, after 14 iterations, SGM would return an \( \varepsilon \)-equilibrium of the game.

Our goal is to guarantee that SGM computes an \( \varepsilon \)-equilibrium in finite time. To this end, some conditions on the IPGs are necessary. If a player \( p \)'s set of feasible strategies is unbounded, the game may fail to have equilibria, and even if it has equilibria, SGM may not converge. Furthermore, as pointed out by Stein et al. [26] for a specific separable game, it seems that there must be some bound on the speed variation of the payoffs in order to guarantee that an algorithm computes an equilibrium in finite time. The Lipschitz condition ensures this bound.

Theorem 3 If \( X \) is nonempty and bounded, then in a finite number of steps, SGM computes

1. an equilibrium if all players’ decision variables are integer;
2. an \( \varepsilon \)-equilibrium if each player \( p \)'s payoff function is Lipschitz continuous in \( X^p \).

Proof. Since \( X \) is bounded, by Corollary 2, there is a finitely supported NE.
SGM stops once an equilibrium of the sampled game coincides with an equilibrium (case 1) or ε-equilibrium (case 2) of the IPG. Suppose that the method does not stop. This means that in every iteration at least a new strategy is added to the current S.

**Case 1:** Given that X is bounded and players’ variables are integer, each player has a finite number of strategies. Thus, after a finite number of iterations, the sampled game will coincide with IPG, i.e., S = X. This means that an NE of the sampled game is an NE of the IPG.

**Case 2:** Each player p payoff function is Lipschitz continuous in Xp, which means that there is a positive real number Lp such that

\[ |\Pi^p(x^p, \sigma^{-p}) - \Pi^p(\hat{x}^p, \sigma^{-p})| \leq L_p \| x^p - \hat{x}^p \| \quad \forall x^p, \hat{x}^p \in X^p, \]

where \( \| \cdot \| \) is the Euclidean norm.

The set S strictly increases from one iteration of SGM to the next one. Thus, after a sufficient number of iterations, for each player p, given \( x^p \in X^p \) there is \( \hat{x}^p \in S^p \) such that \( \| x^p - \hat{x}^p \| \leq \frac{\varepsilon}{L_p} \). Let \( \sigma \) be an NE of the sampled game. Then,

\[
\Pi^p(x^p, \sigma^{-p}) - \Pi^p(\sigma) = \Pi^p(x^p, \sigma^{-p}) - \Pi^p(\hat{x}^p, \sigma^{-p}) + \Pi^p(\hat{x}^p, \sigma^{-p}) - \Pi^p(\sigma)
\]

\[
\leq \Pi^p(x^p, \sigma^{-p}) - \Pi^p(\hat{x}^p, \sigma^{-p})
\]

\[
\leq |\Pi^p(x^p, \sigma^{-p}) - \Pi^p(\hat{x}^p, \sigma^{-p})|
\]

\[
\leq L_p \| x^p - \hat{x}^p \| \leq \frac{\varepsilon}{L_p} \leq \varepsilon.
\]

The first step follows from the fact that \( \sigma \) is an NE of the sampled game and thus \( \Pi^p(\hat{x}^p, \sigma^{-p}) \leq \Pi^p(\sigma) \). The next inequality holds because we are just applying the absolute value. The third step follows from the fact the player p’s payoff is Lipschitz continuous in \( X^p \). In this way, \( \sigma \) is an \( \varepsilon \)-equilibrium of the IPG.

\[ \square \]

A payoff function which is linear in that player’s variables is Lipschitz continuous; a quadratic payoff function when restricted to a bounded set satisfies the Lipschitz condition as will be the case of the competitive lot-sizing game described in Section 5.1.2. Therefore, this seems to be a reasonable condition in practice.

### 4.2.1 Computation of NE for finite games

A relevant fact about computing equilibria for a sampled game with the set of strategies \( S \subseteq X \) is that \( S \) is finite and, consequently, enables the use of general algorithms to compute mixed equilibria. Given the good results achieved by PNS [25] for the computation of a NE in normal-form games, this is the method that our framework will apply to solve the sampled games (additional advantages for adopting PNS will be given in the end of this section). PNS solves the constrained program (6) associated with a sampled game (i.e., \( X = S \)) through the resolution of simpler subproblems (note that in constraints (6b) the expected profits \( \Pi^p(\sigma^p, \sigma^{-p}) \) are highly non-linear due to the multiplication of the probability variables). To this end, PNS bases its search for an equilibrium \( \sigma \) by guessing its support and using the fact that in an equilibrium \( \sigma \in \Delta \), each player must be indifferent among her strategies in the support at which her payoff is maximized. Thus, an equilibrium \( \sigma \) of a sampled game \( S \) satisfies

\[
\Pi^p(\sigma) = \Pi^p(\hat{x}^p, \sigma^{-p}) \quad \forall p \in M, \quad \forall \hat{x}^p \in \text{supp}(\sigma^p) \quad (8a)
\]

\[
\Pi^p(\sigma) \geq \Pi^p(x^p, \sigma^{-p}) \quad \forall p \in M, \quad \forall x^p \in S^p \quad (8b)
\]

\[
\sum_{x^p \in \text{supp}(\sigma^p)} \sigma^p(x^p) = 1 \quad \forall p \in M \quad (8c)
\]

\[
\sigma^p(x^p) \geq 0 \quad \forall p \in M, \quad \forall x^p \in \text{supp}(\sigma^p) \quad (8d)
\]

\[
\sigma^p(x^p) = 0 \quad \forall p \in M, \quad \forall x^p \in S^p - \text{supp}(\sigma^p), \quad (8e)
\]

with \( \text{supp}(\sigma^p) \subseteq S^p \). Problem (8) is called Feasibility Problem. When the payoff functions are quadratic on \( x \), the constraints in Problem (8) become linear, and thus, it can be solved in polynomial time.
The computation of an NE to the sampled game $S$ reduces to (i) finding an NE support and (ii) solving the associated Feasibility Problem. Therefore, support sets in $S$ are enumerated and the corresponding Feasibility Problems are solved, until an NE is found (i.e., a Feasibility Problem is proven to be feasible). PNS implements this enumeration with an additional step that decreases the number of Feasibility Problems to be solved, in other words, reduces the number of candidates to be the support of an equilibrium. A strategy $x^p \in X^p$ is conditionally dominated given a subset of strategies $R^{-p} \subseteq X^{-p}$ for the remaining players, if the following condition holds
\[ \exists \hat{x}^p \in X^p \; \forall x^{-p} \in R^{-p} : \; \Pi^p(x^p, x^{-p}) < \Pi^p(\hat{x}^p, x^{-p}). \] (9)
PNS prunes the support enumeration search by making use of conditionally dominated strategies, since such strategies will never be selected with positive probability in an equilibrium. In addition, we consider in the support enumeration the property given by Theorem 2: each player $p$ has a support size of at most $k_p + 1$; recall that to determine $k_p + 1$, one just needs write player $p$’s payoff as in the form (5).

We conclude SGM description by highlighting an additional advantage of PNS, besides being in practice the fastest algorithm. The authors’ implementation of PNS [25] searches the equilibria by following a specific order for the enumeration of the supports. In specific, for two players’ games, $|M| = 2$, the algorithm starts by enumerating supports, first, by increasing order of their total size and, second, by increasing order of their balance (absolute difference in the players’ support size). The idea is that in the case of two players, each equilibrium is likely to have supports with the same size and small. When $|M| > 2$, PNS exchanges the importance of these two criteria. We expect SGM to start converging to an equilibrium as it progresses. Therefore, it may be advantageous to use the past computed equilibria to guide the support enumeration. Including rules for support enumeration in PNS is straightforward; these rules can be problem specific. On the other hand, doing so for other state-of-the-art algorithms is not as easy. For instance, the well-known Lemke-Howson algorithm [19] implies to start the search for equilibria in an artificial equilibrium or in an equilibrium of the game (allowing to compute a new one). Thus, since at iteration $k$ of SGM, none of the equilibria computed for the sampled games in iterations $1$ to $k - 1$ is an NE of the current sampled game, there is no direct way of using past information to start or guide the Lemke-Howson algorithm. Moreover, this algorithm’s search is performed by enumerating vertices of polytopes built according to the game strategies. Therefore, since in each iteration of SGM a new strategy is added to the sampled game, these polytopes may change deeply.

4.2.2 Modified SGM

Finally, through the tools described, we can slightly change the scheme of SGM presented in Section 4.2 in an attempt to speed up its running time. Its new version will be a depth-first search: while in SGM the size of the sampled game strictly increases from one iteration to the next one, in its depth-first search version it will be possible to backtrack to previous sampled games, with the aim of decreasing the size of the sampled game. In each iteration of the improved SGM, we search for an equilibrium which has in the support the last strategy added to the sampled game; in case such equilibrium does not exist, the method backtracks, and computes a new equilibrium to the previous sampled game. While in each iteration of SGM all supports can be considered, in the modified SGM (m-SGM) we limit the search to the ones with the new added strategy. Therefore, this modified SGM attempts to keep the size of the sampled game small and decreases the number of supports enumerated.

Next, we concentrate in proving under which conditions the m-SGM computes an $\varepsilon$-equilibrium in finite time and provide its detailed description.

**Theorem 4** Let $S = S^1 \times S^2 \times \ldots \times S^m$ represent a sampled game associated with some IPG. If the normal-form game that results from $S$ has a unique equilibrium $\sigma$, then one of the following implications holds:

1. $\sigma$ is an equilibrium of the IPG;
2. given any player $p$ with incentive to deviate from $\sigma^p$ to $x^p \in X^p$, the normal-form game associated with $S' = S^1 \times \ldots \times S^{p-1} \times S^p \cup \{x^p\} \times S^{p+1} \times \ldots \times S^m$ has $x^p$ in the support of all its equilibria.
Proof. Suppose \( \sigma \) is not an equilibrium of the IPG. Then, by the definition of equilibrium, there is a player, say player \( p \), with incentive to unilaterally deviate to some \( x^p \in X^p \setminus \mathcal{S}^p \). By contradiction, assume that there is an equilibrium \( \tau \) in \( S' \) such that \( x^p \) is played with zero probability (it is not in the support of \( \tau \)). First, \( \tau \) is different from \( \sigma \) because now \( S' \) contains \( x^p \). Second, \( \tau \) is an equilibrium for the game restricted to \( S \), contradicting the fact that \( \sigma \) was its unique equilibrium. \( \square \)

In this way, if in an iteration of SGM the sampled game has a unique NE, in the subsequent iteration, we can prune the support enumeration search of PNS by forcing the new strategy added to be in the support of the NE to be computed. Note that it might happen that in the consecutive sampled games there is more than one NE and thus, an equilibrium with the new added strategy in the support may fail to exist. Therefore, backtracking is introduced so that a previously processed sampled game can be revisited and its support enumeration continued in order to find a new NE and to follow a promising direction in the search. The algorithm m-SGM is described in Algorithm 1. The algorithms called by it are described in Table 1 and can be defined independently. We will propose an implementation of them in Section 5.2.

Algorithm 1: Modified SGM (m-SGM).

Input: An IPG instance and \( \varepsilon > 0 \).
Output: \( \varepsilon \)-equilibrium, last sampled game and number of the last sampled game.

Step 1 Initialization:
\[
\mathbb{S} = \prod_{p=1}^m \mathcal{S}^p \leftarrow \text{Initialization}(\text{IPG})
\]
\( k \leftarrow 0 \)
set \( S_{\text{dev} k}, S_{\text{dev} k+1} \) and \( S_{\text{dev} k+2} \) to be \( \prod_{p=1}^m \emptyset \)
\( \sigma_k \leftarrow (1, \ldots, 1) \) is Nash equilibrium of the current sampled game \( \mathbb{S} \)
\( \text{list} \leftarrow \text{PlayerOrder}(S_{\text{dev} 0}, \ldots, S_{\text{dev} k}) \)

Step 2 Termination:
while list non empty do
\[
p \leftarrow \text{list.pop}()
\]
\[
z(k + 1) \leftarrow \text{DeviationReaction}(p, \sigma_k^{-p}, \Pi^p(\sigma_k), \varepsilon, \text{IPG})
\]
if \( \Pi^p(\sigma_k) + \varepsilon < \Pi^p(z(k + 1), \sigma_k^{-p}) \) then
\[
go to Step 3
\]
return \( \sigma_k, \mathbb{S}, k \)

Step 3 Generation of next sampled game:
\( k \leftarrow k + 1 \)
\( S_{\text{dev} k} \leftarrow \mathcal{S}^p \cup \{z(k)\} \)
\( S^p \leftarrow \mathcal{S}^p \cup \{z(k)\} \)
\( S_{\text{dev} k+2} \leftarrow \prod_{p=1}^m \emptyset \)

Step 4 Solve sampled game:
\( \text{Sizes}_{\text{ord}} \leftarrow \text{SortSizes}(\sigma_0, \ldots, \sigma_{k-1}) \)
\( \text{Strategies}_{\text{ord}} \leftarrow \text{SortStrategies}(\mathbb{S}, \sigma_0, \ldots, \sigma_{k-1}) \)
\( \sigma_k \leftarrow \text{PNSadapation}(\mathbb{S}, x(k), S_{\text{dev} k+1}, \text{Sizes}_{\text{ord}}, \text{Strategies}_{\text{ord}}) \)
if \( \text{PNSadapation}(\mathbb{S}, x(k), S_{\text{dev} k+1}, \text{Sizes}_{\text{ord}}, \text{Strategies}_{\text{ord}}) \) fails to find equilibrium then
\[
\mathbb{S} \leftarrow \mathbb{S} \setminus S_{\text{dev} k+1}
\]
remove from memory \( \sigma_{k-1} \) and \( S_{k+2} \)
\( k \leftarrow k - 1 \)
go to Step 4
else
\[
\text{list} \leftarrow \text{PlayerOrder}(S_{\text{dev} 0}, \ldots, S_{\text{dev} k})
\]
go to Step 2

Let us explain in more detail our method for which Figure 3 can be illustrative. Fundamentally, whenever m-SGM moves forward, Step 3, a new strategy \( x(k + 1) \) is added to the sampled game \( k \) that is expected to be in the support of the equilibrium of that game (due to Theorem 4). For the sampled game \( k \), if the algorithm fails to compute an equilibrium with \( x(k + 1) \) in the support and \( S_{\text{dev} k+1} \) not in the supports, see “if” part of Step 4, the algorithm backtracks: it revisits the sampled game \( k - 1 \) with \( S_{\text{dev} k} \) added, so that no equilibrium is recomputed. It is crucial for the correctness of the m-SGM that it starts from a sampled game of the IPG with an unique equilibrium; to this end, the initialization determines one feasible solution for each player. See Example 5 in the Appendix A to clarify the application of m-SGM.

Next, m-SGM correctness will be proven.
Table 1: Specialized algorithms.

<table>
<thead>
<tr>
<th>ALGORITHMS</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization($IPG$)</td>
<td>Returns sampled game of the IPG with one feasible strategy for each player.</td>
</tr>
<tr>
<td>PlayerOrder($S_{dev_0}, \ldots, S_{dev_k}$)</td>
<td>Returns a list of the players order that takes into account the algorithm history.</td>
</tr>
<tr>
<td>DeviationReaction($p, \sigma_k^{-p}, \Pi^p(\sigma_k), \varepsilon, IPG$)</td>
<td>If there is $x^p \in X^p$ such that $\Pi^p(x^p, \sigma_k^{-p}) &gt; \Pi^p(\sigma_k) + \varepsilon$, returns $x^p$; otherwise, returns any player $p$’s feasible strategy.</td>
</tr>
<tr>
<td>SortSizes($\sigma_0, \ldots, \sigma_{k-1}$)</td>
<td>Returns an order for the support sizes enumeration that takes into account the algorithm history.</td>
</tr>
<tr>
<td>SortStrategies($S, \sigma_0, \ldots, \sigma_{k-1}$)</td>
<td>Returns a order for the players’ strategies in $S$ that takes into account the algorithm history.</td>
</tr>
<tr>
<td>PNSadaptation($S, x(k), S_{dev_k+1}, Sizes_{ord}, Strategies_{ord}$)</td>
<td>Applies PNS in order to return a Nash equilibrium $\sigma$ of the sampled game $S$ of the IPG such that $x(k) \in supp(\sigma)$ and $S_{dev_{k+1}} \cap supp(\sigma) = \emptyset$; makes the support enumeration according with $Sizes_{ord}$ and $Strategies_{ord}$.</td>
</tr>
</tbody>
</table>

Figure 3: Illustration of the sampled games generated by modified SGM during its execution.

Lemma 2 In the m-SGM, the sampled game 0 is never revisited.
Proof. If the sampled game 0 is revisited, it would be because the algorithm backtracks. Suppose that at some sampled game \( k > 0 \), the algorithm consecutively backtracks up to the sampled game 0. Consider the first sampled game \( j < k \) that is revisited in this consecutive backtracking such that the last time that it was built by the algorithm it had an unique equilibrium where \( x(j) \) was in the support and its successor, sampled game \( j + 1 \), had multiple equilibria. By Theorem 4, when the algorithm moves forward from this sampled game \( j \) to \( j + 1 \), all its equilibria have \( x(j + 1) \) in their support. Therefore, at this point, the m-SGM successfully computes an equilibrium and moves forward. The successor, sampled game \( j + 2 \), by construction, has at least one equilibrium and all its equilibria must have \( x(j + 1) \) or \( x(j + 2) \) in the supports. Thus, either the algorithm (case 1) backtracks to the sampled game \( j + 1 \) or (case 2) proceeds to the sampled game \( j + 3 \). In case 1, the algorithm successfully computes an equilibrium with \( x(j + 1) \) in the support and without \( x(j + 2) \) in the support, since the backtracking proves that there is no equilibrium with \( x(j + 2) \) in the support and, by construction, the sampled game \( j + 1 \) has multiple equilibria. Under case 2, the same reasoning holds: the algorithm will backtrack to the sampled game \( j + 2 \) or move forward to the sampled game \( j + 3 \). In this way, because of the multiple equilibria in the successors of sampled game \( j \), the algorithm will never be able to return to the sampled game \( j \) and thus, to the sampled game 0.

Observe that when a sampled game \( k - 1 \) is revisited, the algorithm only removes the strategies \( S_{devk+1} \) from the current sampled game \( k \) “if” part of Step 4. This means that in comparison with the last time that the algorithm builds the sampled game \( k - 1 \), it has the additional strategies \( S_{devk} \). Therefore, there was a strictly increase in the size of the sampled game \( k - 1 \).

Lemma 3 There is a strict increase in the size of the sampled game \( k \) when the m-SGM revisits it.

Corollary 1 If \( X \) is nonempty and bounded, then in a finite number of steps, m-SGM computes

1. an equilibrium if all players’ decision variables are integer;
2. an \( \varepsilon \)-equilibrium if each player \( p \)'s payoff function is Lipschitz continuous in \( X^p \).

Proof. The while Step 2 ensures that when the algorithm stops, it returns an equilibrium (case 1) or \( \varepsilon \)-equilibrium (case 2). Since by Lemma 2 the algorithm does not revisit sampled game 0, it does not run into an error. Moreover, if the algorithm is moving forward to a sampled game \( k \), there is a strict increase in the size from the sampled game \( k - 1 \) to \( k \). If the algorithm is revisiting a sampled game \( k \), by Lemma 3, there is also a strict increase of it in comparison with the previous sampled game \( k \). Therefore, applying the reasoning of Theorem 3 proof, the m-SGM will compute an equilibrium (case 1) or \( \varepsilon \)-equilibrium (case 2) in a finite number of steps.

The m-SGM is initialized with a sampled game that contains one strategy for each player and thus, ensures that the equilibrium of it is unique. However, note that in our proof of the algorithm correctness any initialization with a sampled game with an unique equilibrium is valid. Furthermore, the m-SGM might be easily adapted in order to be initialized with a sampled game containing more than one NE. In the adaptation, backtracking to the sampled game 0 can occur and thus, the PNS support enumeration must be total, this is, all NE of the sampled game 0 must be feasible. The fundamental reasoning is similar to the one of the proof of Lemma 2: if there is backtracking up to the initial sampled game 0, it is because it must contain an NE not previously computed, otherwise the successors would have successfully computed one.

5 Computational investigation

Section 5.1 presents the two (separable) simultaneous IPGs, a knapsack game and a competitive lot-sizing game, in which m-SGM and SGM will be tested. In Section 5.2, our implementations of the specific components in Table 1 are described, which have practical influence in the algorithms’ performance. Our algorithms are validated in Section 5.3 by computational results on instances of the two presented IPGs.
5.1 Case studies

Next, the two games in which we test our algorithms are described: the knapsack game, the simplest purely integer programming game that one could devise, and the competitive lot-sizing game, whose practical applicability is discussed.

5.1.1 Knapsack game

One of the most simple and natural IPGs would be one with each player’s payoff function being linear in her variables. This is our main motivation to analyze the knapsack game. Under this setting, each player’s optimization problem is linear in her strategies. Therefore, by Corollary 2, it suffices to study finitely supported equilibria.

Since payoffs are linear, through the proof of Corollary 2, we deduce that the bound on the equilibria supports for each player is $n + 1$. We can slightly improve this bound using basic polyhedral theory (see Nemhauser and Wolsey [22]). First, note that a player’s optimization problem is linear in her variables, implying its set of pure optimal strategies to a fixed profile of strategies $\sigma^{-p} \in \Delta^{-p}$ to be in a facet of $\text{conv}(X^p)$. Second, the part in the payoffs of player $p$’s opponents that depends on player $p$’s strategy, only takes into account the expected value of $x^p$. The expected value of $x^p$ is a convex combination of player $p$’s pure strategies. Thus, putting together these two observations, when player $p$ selects an optimal mixed strategy $\sigma^p$ to $\sigma^{-p}$, the expected value of $x^p$ is in a facet of $\text{conv}(X^p)$. A facet of $\text{conv}(X^p)$ has dimension $n - 1$, therefore, by Carathéodory’s theorem [1], any point of this facet can be written as a convex combination of $n$ strategies of $X^p$. Thus,

**Lemma 4** Given an equilibrium $\sigma$ of the knapsack game, there is an equilibrium $\tau$ such that $|\text{supp}(\tau^p)| \leq n$ and $\Pi^p(\sigma) = \Pi^p(\tau)$, for each $p = 1, \ldots, m$.

5.1.2 Competitive lot-sizing game

The competitive lot-sizing game [6] is a Cournot competition played through $T$ periods by a set of firms (players) that produce the same good. Each firm has to plan its production as in the lot-sizing problems (see [24]) but, instead of satisfying a known demand in each period of the time horizon, the demand depends on the total quantity of the produced good that exists in the market. Each firm $p$ has to decide how much will be produced in each time period $t$ (production variable $x^p_t$) and how much will be placed in the market (variable $q^p_t$). There are set-up and variable (linear) production costs, upper limit on production quantities, and a producer can build inventory (variable $h^p_t$) by producing in advance. In this way, we obtain the following model for each firm $p$:

\[
\begin{align*}
\max_{y^p, u^p, q^p, h^p} & \quad \sum_{t=1}^{T} \left( a_t - b_t \sum_{j=1}^{m} q^p_j \right) q^p_t - \sum_{t=1}^{T} F^p_t y^p_t - \sum_{t=1}^{T} C^p_t x^p_t - \sum_{t=1}^{T} H^p_t h^p_t \\
\text{s. t.} & \quad u^p_t \geq 0, q^p_t \geq 0, h^p_t \geq 0, x^p_t \in \{0, 1\} \quad \forall t \in \{1, \ldots, T\}.
\end{align*}
\]
subject to \( x^p_t + h^p_{t-1} = h^p_t + q^p_t \) for \( t = 1, \ldots, T \) (11b)
\( 0 \leq x^p_t \leq M^p_t y^p_t \) for \( t = 1, \ldots, T \) (11c)
\( h^p_0 = h^p_T = 0 \) (11d)
\( y^p_t \in \{0, 1\} \) for \( t = 1, \ldots, T \) (11e)

where \( F^p_t \) is the set-up cost, \( C^p_i \) is the variable cost, \( H^p_t \) is the inventory cost and \( M^p_t \) is the production capacity for period \( t \); \( a_t - b_t \sum_{j=1}^m q^p_j \) is the unit market price. The payoff function (11a) is firm \( p \)'s total profit; constraints (11b) model product conservation between periods; constraints (11c) ensure that the quantities produced are non-negative and whenever there is production \( (x^p_t > 0) \), the binary variable \( y^p_t \) is set to 1 implying the payment of the setup cost \( F^p_t \).

Each firm \( p \)'s payoff function (11a) is quadratic in \( q^p \) due to the term \( \sum_{t=1}^T -b_t(q^p_t)^2 \). Next, we show that it satisfies the Lipschitz condition which guarantees that our algorithms compute an \( \varepsilon \)-equilibrium in finite time. Noting that player \( p \) does not have incentive to select \( q^p_1 > \frac{a_1}{b_1} \) (since it would result in null market price), we get

\[
\left| \sum_{t=1}^T b_t(q^p_t)^2 - \sum_{t=1}^T b_t(q^p_t)^2 \right| = \left| \sum_{t=1}^T b_t ((q^p_t)^2 - (\hat{q}^p_t)^2) \right|
\]
\[
\leq \sqrt{\sum_{t=1}^T b_t^2 ((q^p_t)^2 + (\hat{q}^p_t)^2)} \sqrt{\sum_{t=1}^T ((q^p_t)^2 - (\hat{q}^p_t)^2)^2}
\]
\[
\leq \sum_{t=1}^T b_t^2 \left( \frac{2a_t}{b_t} \right)^2 \cdot \| q^p - \hat{q}^p \|
\]
\[
\leq \sum_{t=1}^T 4a_t^2 \cdot \| q^p - \hat{q}^p \|.\]

In the third step, we used Cauchy–Schwarz inequality. In the forth inequality, we use the upper bound \( \frac{a_1}{b_1} \) on the quantities placed in the market.

In [6], it is proven that there is a function that is potential for this game; a maximum of this function is a (pure) equilibrium. This is an additional motivation to analyze our framework in this problem: it can be compared with the maximization of the associated potential.

### 5.2 Implementation details

Both our implementations of the m-SGM and SGM use the following specialized functions.

**Initialization (IPG)** The m-SGM stops once an equilibrium is computed. Therefore, the equilibrium computed will depend on its initialization as the following example illustrates.

**Example 4** Consider an instance of the two-player competitive lot-sizing game with the following parameters: \( T = 1, a_1 = 15, b_1 = 1, M^1_1 = M^2_1 = 15, C^1_1 = C^2_1 = H^1_1 = H^2_1 = 0, F^1_1 = F^2_1 = 15 \). It is a one-period game, therefore the inventory variables, \( h^1_1 \) and \( h^2_1 \), can be removed and the quantities produced are equal to the quantities placed in the market (that is, \( x^1_1 = q^1_1 \) and \( x^2_1 = q^2_1 \)). Given the simplicity of the players optimization programs (11), we can analytically compute the players’ best reactions that are depicted in Figure 4.

The game possesses two (pure) equilibria: \( \hat{x} = (\hat{x}^1, \hat{y}^1, \hat{x}^2, \hat{y}^2) = (0, 0, 7.5, 1) \) and \( \hat{x} = (\hat{x}^1, \hat{y}^1, \hat{x}^2, \hat{y}^2) = (7.5, 1, 0, 0) \). Thus, depending on the initialization of m-SGM, it will terminate with \( \hat{x} \) or \( \hat{x} \): Figure 4 depicts the convergence to \( \hat{x} \) when the initial sampled game is \( S = \{(2, 1)\} \times \{(5, 1)\} \) and to \( \hat{x} \) when the initial sampled game is \( S = \{(4, 1)\} \times \{(1, 1)\} \).
In an attempt to keep as small as possible the size of the sampled games (i.e., number of strategies explicitly enumerated), the initialization implemented computes a unique strategy for each player. We experimented initializing the algorithm with the social optimal strategies (strategies that maximize the total players’ payoffs), pure equilibrium for the potential part of the game, and optimal strategies if the players were alone in the game (i.e., opponents’ variables were set to be zero). There was no evident advantage for one of these initializations. This result was somehow expected, since, particularly for the knapsack game instances, it is not evident whether the game has an important coordination part (in the direction of social optimum) or an important conflict part. Therefore, our implementation initializes with the players’ strategies that are optimal when they were alone in the game.

PlayerOrder($S_{dev_0}, \ldots, S_{dev_k}$) The equilibrium returned by our algorithm depends on the players’ order when we check their incentives to deviate: for the equilibrium $\sigma_k$ of the sampled game $k$, there might be more than one player with incentive to deviate from $\sigma_k$, thus the successor will depend on the player that is selected. If players’ index order is considered, the algorithm may take longer to converge to an equilibrium: it will be likely that it first finds an equilibrium of the game restricted to players 1 and 2, then an equilibrium of the game restricted to players 1, 2 and 3, and so on. Thus, this implementation sorts the players by decreasing order of number of previous iterations without receiving a new strategy.

DeviationReaction($p, \sigma_k^{-p}, \Pi^p(\sigma_k), \varepsilon, IPG$) When checking if a player $p$ has incentive to deviate, it suffices to determine whether she has a strategy that strictly increases her payoff when she unilaterally deviates to it. Nowadays, there are software tools that can solve mixed integer linear and quadratic programming problems effectively. Thus, our implementation solves the player $p$’s best reaction problem (1) to $\sigma_k^{-p}$. We use Gurobi 5.6.3 [2] to solve these reaction problems.

SortSizes($\sigma_0, \ldots, \sigma_{k-1}$) The authors of PNS [25] recommend that the support strategies’ enumeration starts with support sizes ordered, first, by total size ($\sum_{p=1}^{m} s^p$), and, second, by a measure of balance (except, in case of a 2-players game where the criteria importance is reversed). However, in our method, from one sampled game to its successor or predecessor, the sampled game at hand just changes by one strategy, and thus we expect that the equilibria will not change too much either (in particular, the support sizes of consecutive sampled games are expected to be close). Therefore, our criterion to sort the support sizes is by increasing order of:

2We only experimented this for the knapsack game, since the competitive lot-sizing is already potential. We consider the potential part of the knapsack game, when the parameters $c_{k,i}^p$ in each player’s payoff function are replaced by $\frac{1}{2} (c_{k,i}^p + c_{k,i}^p)$ in player $p$’s payoff.

3In the knapsack game, a player’s best reaction problem is an integer linear programming problem. In the competitive lot-sizing problem, a player best reaction problem is a mixed integer quadratic programming problem (it becomes continuous and concave once the binary variables $y^p$ are fixed).
For $m = 2$: first, balance, second, maximum player’s support size distance to the one of the previously computed equilibrium, third, maximum player’s support size distance to the one of the previously computed equilibrium plus 1 and, fourth, sum of the players’ support sizes;

For $m \geq 3$: first, maximum player’s support size distance to the one of the previously computed equilibrium, second, maximum player’s support size distance to the one of the previously computed equilibrium plus 1, third, sum of the players’ support sizes and, fourth, balance.

For the initial sampled game, the criteria coincide with PNS.

$\text{SortStrategies}(S, \sigma_0, \ldots, \sigma_{k-1})$ Following the previous reasoning, the strategies of the current sampled game are sorted by decreasing order of their probability in the predecessor equilibrium. Thus, the algorithm will prioritize finding equilibria using the support strategies of the predecessor equilibrium.

Note that the function $\text{PNS}\_\text{adaptation}(S, x(k), S_{\text{dev}k+1}, \text{Sizes}_{\text{ord}}, \text{Strategies}_{\text{ord}})$ is specific for the m-SGM. The basic SGM calls PNS without any requirement on the strategies that must be in the support of the next equilibrium to be computed; in other words, $x(k)$ and $S_{\text{dev}k+1}$ are not in the input of the PNS.

### 5.3 Computational results

In this section, we will present the computational results for the application of the modified SGM and SGM to the knapsack and competitive lot-sizing games in order to define a benchmark and to validate the importance of the modifications introduced. For the competitive lot-sizing game, we further compare these two methods with the maximization of the game’s potential function (which corresponds to a pure equilibrium). For building the game’s data, we have used the Python’s random module; see [9]. These instances are available upon request from the first author (M.C.). All algorithms have been coded in Python 2.7.2. Since for both the knapsack and competitive lot-sizing games the Feasibility Problems are linear (due to the bilateral interaction of the players in each of their objective functions), we use Gurobi 5.6.3 to solve them. The experiments were conducted on a Quad-Core Intel Xeon processor at 2.66 GHz and running under Mac OS X 10.8.4.

#### 5.3.1 Knapsack game

In our computations, the value of $\varepsilon$ was zero since this is a purely integer programming game. The parameters $v_{p,i}^p$, $c_{p,i}^p$, and $w_{p,i}^p$ are drawn independently from a uniform distribution in the interval $[-100, 100] \cap \mathbb{Z}$. For each value of the pair $(n, m)$, 10 independent instances were generated. The budget $W_p$ is set to $\lfloor \text{INS} \sum_{i=1}^n w_{p,i}^p \rfloor$ for the instance number “INS”.

Tables 2 and 3 report the results of m-SGM and SGM algorithms. The tables show the number of items ($n$), the instance identifier (“INS”), the CPU time in seconds (“time”), the number of sampled games (“iter”), the type of equilibrium computed, pure (“pNE”) or strictly mixed (“mNE”), in the last case, the support size of the NE is reported, the number of strategies in the last sampled game ($\prod_{p=1}^m |S_p|$) and the number of backtrackings (“numb. back”). We further report the average results for each set of instances of size $n$. The algorithms had a limit of one hour to solve each instance. Runs with “tl” in the column time indicate the cases where algorithms reached the time limit. In such cases, the support size of the last sampled game’s equilibrium is reported and we do not consider them in the average results row.

As the instance size grows, both in the size $n$ and in the number of players $m$, the results make evident the advantage of the m-SGM. Since a backward step is unlikely to take place and the number of sampled games is usually equal for both algorithms, the advantage is in the support enumeration: m-SGM reduces the support enumeration space by imposing at iteration $k$ the strategy $x(k)$ to be in the support of the equilibrium, while SGM does not. Later in this section, we discuss the reasons why backtracking is unlikely to occur.

In Table 2, we can observe that for instance 4 with $n = 100$, the m-SGM performed more iterations than SGM. This atypical case is due to the fact that both algorithms have different support enumeration priorities, and therefore, they compute the same equilibria on their initial iterations, but at some point, the algorithms may determine different equilibria, leading to different successor sampled games, and thus, terminating with different outputs. This event is more likely to occur on games with several equilibria.
We note that the bound \( n \) for the players’ support sizes in an equilibrium (recall Lemma 4) did not contribute to prune the search space of PNS support enumeration, since the algorithm terminates with sampled games of smaller size.

<table>
<thead>
<tr>
<th>( m )-SGM</th>
<th>SGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>INS</td>
</tr>
<tr>
<td>20</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td>avg.</td>
<td>0.21</td>
</tr>
<tr>
<td>( n )</td>
<td>INS</td>
</tr>
<tr>
<td>40</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.23</td>
</tr>
<tr>
<td>avg.</td>
<td>0.37</td>
</tr>
<tr>
<td>( n )</td>
<td>INS</td>
</tr>
<tr>
<td>80</td>
<td>3.43</td>
</tr>
<tr>
<td></td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>152.74</td>
</tr>
<tr>
<td></td>
<td>94.00</td>
</tr>
<tr>
<td></td>
<td>10.61</td>
</tr>
<tr>
<td></td>
<td>11.89</td>
</tr>
<tr>
<td></td>
<td>65.78</td>
</tr>
<tr>
<td></td>
<td>4.07</td>
</tr>
<tr>
<td>avg.</td>
<td>52.31</td>
</tr>
<tr>
<td>( n )</td>
<td>INS</td>
</tr>
<tr>
<td>100</td>
<td>tl</td>
</tr>
<tr>
<td></td>
<td>tl</td>
</tr>
<tr>
<td></td>
<td>tl</td>
</tr>
<tr>
<td></td>
<td>tl</td>
</tr>
<tr>
<td></td>
<td>667.49</td>
</tr>
<tr>
<td></td>
<td>1547.82</td>
</tr>
<tr>
<td></td>
<td>tl</td>
</tr>
<tr>
<td></td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>9</td>
</tr>
<tr>
<td>avg.</td>
<td>739.09</td>
</tr>
</tbody>
</table>
Through dynamic programming, a player $p$’s best reaction (11) for a fixed $(y^p, x^p, q^p, h^p)$ can be computed in polynomial time if there are no production capacities, neither inventory costs [6]. For this reason, we decided to concentrate on this simplest instances, and to consider neither bounds in the production capacities (in practice, the production capacities are very large) nor inventory costs. For this reason, we decided to concentrate on this simplest instances, and to consider neither bounds in the production capacities (in practice, the production capacities are very large) nor inventory costs [6].

In our computations, the value of $\varepsilon$ was $10^{-6}$. The parameters $a_t, b_t, F^p_t$ and $C^p_t$ are drawn independently from a uniform distribution in the intervals $[20, 30] \cap \mathbb{Z}$, $[1, 3] \cap \mathbb{Z}$, $[10, 20] \cap \mathbb{Z}$, $[5, 10] \cap \mathbb{Z}$, respectively. For each value of the pair $(m, T)$, 10 instances were generated.

For easiness of implementation and fair comparison with the computation of the potential function optimum, we do not use the dynamic programming procedure to solve a player best reaction problem, but Gurobi 5.6.3.

As previously mentioned, Section 5.1.2, the ULSG is potential, which implies the existence of a pure equilibrium. In particular, each sampled game of the competitive lot-sizing game is potential and thus has a pure equilibrium. In fact, our algorithms will return a pure equilibrium: both m-SGM and SGM start with a
sampled game with only one strategy for each player and thus, one pure equilibrium; this equilibrium is given to the input of our PNS implementation, which implies that players’ supports of size one will be prioritized leading to the computation of a pure equilibrium; this pure equilibrium will be in the input of the next PNS call, resulting in a pure equilibrium output; this reasoning propagates through the algorithms’ execution. Even though our algorithms find a pure equilibrium, it is expected that the potential function maximization method will provide an equilibrium faster than our methods, since our algorithms deeply depend on the initialization (which in our implementation does not take into account the players’ interaction).

Table 4 reports the results for the m-SGM, SGM and potential function maximization. The table displays the number of periods (T), the number of players (m) and the average CPU time in seconds (“time”). For our methods, a column reports the averages for the number of sampled games (“avg. iter”), the number of strategies in the last sampled game (“avg. \(|S_p|\)”) and the number of backtracks (“avg. numb. back”). The columns “numb. pNE” display the number of instances solved by each method. In this case all instances were solved within the time frame of one hour.

In this case, m-SGM does not present advantages with respect to SGM. This is mainly due to the fact that the sampled games always have pure equilibria and our improvements have more impact when many mixed equilibria exist. The maximization of the potential functions allowed the computation of equilibria to be faster. This highlights the importance of identifying if a game is potential. On the other hand, the potential function maximization allows the determination of one equilibrium, while our method with different Initialization and/or PlayerOrder implementations may return different equilibria and, thus, allows larger exploration of the set of equilibria.

Algorithm PlayerOrder has a crucial impact in the number of sampled games to be explored in order to compute one equilibrium. In fact, when comparing our implementation with simply keeping the players’ index order static, the impact on computational times is significant. Solving the players’ best reactions by dynamic programming could improve further the computing times of our algorithms.

Table 4: Computational results for the competitive uncapacitated lot-sizing game.

| m  | T   | time | iter | \(|S_1|^1\) | \(|S_2|^2\) | \(|S_3|^3\) | numb. back | pNE | m-SGM | avg. iter | \(|S_1|^1\) | \(|S_2|^2\) | \(|S_3|^3\) | numb. pNE | Potential Function Maximization | avg. time | numb. pNE |
|----|-----|------|------|-------------|-------------|-------------|------------|-----|-------|-----------|-------------|-------------|-------------|------------|--------------------------------|-----------|-----------|
| 2  | 10  | 0.58 | 14.90| 8.00       | 7.90        | 0           | 10         | 0.49| 14.90 | 8.00      | 7.90        | 10           | 0.01        | 10          |
| 20 | 1.14| 15.60| 8.60 | 8.00       | 8.00        | 0           | 10         | 1.00| 15.60 | 8.60      | 8.00        | 10           | 0.01        | 10          |
| 50 | 3.33| 16.00| 9.00 | 8.00       | 8.00        | 0           | 10         | 3.02| 16.00 | 9.00      | 8.00        | 10           | 0.03        | 10          |
| 3  | 10  | 2.57 | 30.60| 11.40      | 10.80       | 10.40       | 0           | 2.20| 30.60 | 11.40     | 10.80       | 10.40        | 0.01        | 10          |
| 20 | 4.51| 32.00| 12.00| 11.10      | 10.90       | 10.90       | 0           | 3.88| 32.00 | 12.00     | 11.10       | 10.90        | 0.03        | 10          |
| 50 | 10.69|33.10 |12.10 |11.50       |11.50        |0           |10         |9.36 |33.10  |12.10     |11.50       |11.50         |0.08        |10           |

5.3.3 Final remarks

In the application of our two methods in all the studied instances of these games, backtracking never occurred. Indeed, we noticed that this is a very unlikely event (even though it may happen, as shown in Example 5). This is the reason why both m-SGM and SGM, in general, coincide in the number of sampled games generated: it is in the support enumeration for each sampled game that the methods differ; the fact that the last added strategy is mandatory to be in the equilibrium support of the m-SGM makes it faster. The backtracking will reveal useful for problems in which it is “difficult” to find the strategies of a sampled game that enable to define an equilibrium of an IPG. At this point, for the games studied, in comparison with the number of pure profiles of strategies that may exist in a game, not too many sampled games had to be generated in order to find an equilibrium, meaning that the challenge is to make the computation of equilibria for sampled games faster.

Comparison: m-SGM and PNS In the case of the knapsack game, the number of strategies for each player is finite. In order to find an equilibrium of it, we can explicitly determine all feasible strategies for each player and, then apply directly PNS. In Tables 5 and 6, we compare this procedure with m-SGM, for \(n = 5\), \(n = 7\) and \(n = 10\) (in these cases, each player has at most \(2^5 = 32\), \(2^7 = 128\) and \(2^{10} = 1024\) feasible strategies, respectively). We note that the computational time displayed in these tables under the direct application of
PNS does not include the time to determine all feasible strategies for each player (although, for \( n = 5 \) and \( n = 10 \) is negligible). Based on these results it can be concluded that even for small instances, m-SGM already performs better than the direct application of PNS, where all strategies must be enumerated.

Table 5: Computational results for the m-SGM and PNS to the knapsack game with \( n = 5,7 \).

| \( n \) | m | INS | time | iter | pNE | mNE | \( \prod_{i=1}^{n} |\mathcal{S}_i| \) | numb. back |
|---|---|---|---|---|---|---|---|---|
| 5 | 2 | 0 | 0.00 | 1 | 1 | 0 | 1, 1, 1 | 0 |
| | | 1 | 0.01 | 2 | 1 | 0 | 1, 2, 2 | 0 |
| | | 2 | 0.01 | 2 | 1 | 0 | 1, 2, 2 | 0 |
| | | 3 | 0.01 | 3 | 0 | 1 | 2, 2, 2 | 0 |
| | | 4 | 0.02 | 4 | 1 | 0 | 3, 2, 2 | 0 |
| | | 5 | 0.02 | 1 | 2 | 0 | 2, 1, 1 | 0 |
| | | 6 | 0.02 | 1 | 2 | 0 | 2, 1, 1 | 0 |
| | | 7 | 0.02 | 1 | 2 | 0 | 2, 1, 1 | 0 |
| | | 8 | 0.02 | 4 | 1 | 0 | 3, 2, 2 | 0 |
| | | 9 | 0.00 | 1 | 1 | 0 | 1, 1, 1 | 0 |

| \( n \) | m | INS | time | iter | \( \prod_{i=1}^{n} |\mathcal{S}_i| \) | numb. back |
|---|---|---|---|---|---|---|
| 7 | 2 | 0 | 0.03 | 2 | 1 | 0 | 1, 2, 2 | 0 |
| | | 1 | 0.03 | 4 | 0 | 1 | 1, 2, 2 | 0 |
| | | 2 | 0.02 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 3 | 0.02 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 4 | 0.02 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 5 | 0.06 | 6 | 0 | 1 | 2, 2, 2 | 0 |
| | | 6 | 0.02 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 7 | 0.01 | 2 | 1 | 0 | 2, 2, 2 | 0 |
| | | 8 | 0.01 | 2 | 1 | 0 | 2, 2, 2 | 0 |
| | | 9 | 0.02 | 3 | 1 | 0 | 2, 1, 1 | 0 |

| \( n \) | m | INS | time | iter | \( \prod_{i=1}^{n} |\mathcal{S}_i| \) | numb. back |
|---|---|---|---|---|---|---|
| 3 | 0 | 0.03 | 4 | 0 | 1 | 1, 3, 2 | 0 |
| | | 1 | 0.03 | 1 | 1 | 0 | 1, 1, 1 | 0 |
| | | 2 | 0.02 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 3 | 0.02 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 4 | 0.02 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 5 | 0.06 | 6 | 0 | 1 | 2, 2, 2 | 0 |
| | | 6 | 0.02 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 7 | 0.01 | 2 | 1 | 0 | 2, 2, 2 | 0 |
| | | 8 | 0.01 | 2 | 1 | 0 | 2, 2, 2 | 0 |
| | | 9 | 0.02 | 3 | 1 | 0 | 2, 1, 1 | 0 |

| \( n \) | m | INS | time | iter | \( \prod_{i=1}^{n} |\mathcal{S}_i| \) | numb. back |
|---|---|---|---|---|---|---|
| 7 | 2 | 0 | 0.03 | 2 | 1 | 0 | 1, 2, 2 | 0 |
| | | 1 | 0.03 | 4 | 0 | 1 | 2, 2, 2 | 0 |
| | | 2 | 0.02 | 4 | 0 | 1 | 3, 2, 2 | 0 |
| | | 3 | 0.01 | 2 | 1 | 0 | 2, 2, 2 | 0 |
| | | 4 | 0.01 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 5 | 0.02 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 6 | 0.01 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 7 | 0.03 | 5 | 0 | 1 | 3, 3, 3 | 0 |
| | | 8 | 0.01 | 2 | 1 | 0 | 2, 1, 1 | 0 |
| | | 9 | 0.01 | 3 | 1 | 0 | 2, 1, 1 | 0 |

| \( n \) | m | INS | time | iter | \( \prod_{i=1}^{n} |\mathcal{S}_i| \) | numb. back |
|---|---|---|---|---|---|---|
| 3 | 0 | 0.03 | 4 | 0 | 1 | 1, 3, 2 | 0 |
| | | 1 | 0.12 | 7 | 0 | 1 | 3, 4, 2 | 0 |
| | | 2 | 0.01 | 2 | 1 | 0 | 2, 1, 1 | 0 |
| | | 3 | 0.03 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 4 | 0.03 | 4 | 1 | 0 | 2, 2, 2 | 0 |
| | | 5 | 0.02 | 3 | 1 | 0 | 2, 2, 2 | 0 |
| | | 6 | 0.02 | 3 | 1 | 0 | 2, 1, 1 | 0 |
| | | 7 | 0.02 | 3 | 1 | 0 | 2, 1, 1 | 0 |
| | | 8 | 0.02 | 3 | 1 | 0 | 2, 1, 1 | 0 |
| | | 9 | 0.14 | 9 | 0 | 1 | 4, 4, 3 | 0 |
Table 6: Computational results for the m-SGM and PNS to the knapsack game with $n = 10$.

| m | INS | time | iter | pNE | mNE | \(\prod_{p=1}^{m} |S_p|\) | numb. back | pNE | mNE | \(\prod_{p=1}^{m} |S_p|\) |
|---|-----|------|------|-----|-----|-----------------|-----------|-----|-----|-----------------|
| 1 | 0.04 | 4 | 0 | 1 | [2, 3] | 0 | tl. | 0 | 0 | [792, 436] |
| 1 | 0.01 | 1 | 0 | 1 | [2, 1] | 0 | 6.87 | 1 | 1 | [253, 385] |
| 2 | 0.05 | 7 | 0 | 1 | [4, 4] | 0 | tl. | 0 | 0 | [924, 883] |
| 3 | 0.05 | 6 | 0 | 1 | [3, 4] | 0 | 51.00 | 1 | 0 | [382, 396] |
| 4 | 0.01 | 2 | 0 | 1 | [2, 1] | 0 | 11.10 | 1 | 0 | [468, 474] |
| 5 | 0.02 | 3 | 0 | 1 | [2, 2] | 0 | 10.59 | 1 | 0 | [511, 481] |
| 6 | 0.01 | 2 | 0 | 1 | [1, 2] | 0 | 9.93 | 1 | 0 | [382, 396] |

| m | INS | time | iter | pNE | mNE | \(\prod_{p=1}^{m} |S_p|\) | numb. back | pNE | mNE | \(\prod_{p=1}^{m} |S_p|\) |
|---|-----|------|------|-----|-----|-----------------|-----------|-----|-----|-----------------|
| 1 | 0.01 | 2 | 0 | 1 | [2, 1] | 0 | 6.87 | 1 | 0 | [468, 474] |
| 2 | 0.05 | 7 | 0 | 1 | [4, 4] | 0 | 10.59 | 1 | 0 | [511, 481] |
| 3 | 0.05 | 6 | 0 | 1 | [3, 4] | 0 | 9.93 | 1 | 0 | [382, 396] |
| 4 | 0.01 | 2 | 0 | 1 | [1, 2] | 0 | 9.93 | 1 | 0 | [382, 396] |
| 5 | 0.02 | 3 | 0 | 1 | [2, 2] | 0 | 10.59 | 1 | 0 | [511, 481] |
| 6 | 0.01 | 2 | 0 | 1 | [1, 2] | 0 | 9.93 | 1 | 0 | [382, 396] |

6 Conclusions and further directions

It is known that the problem of equilibria existence for IPGs is \(\Sigma^P_2\)-complete and, even if an equilibrium exists, its computations is at least \(\text{PPAD}\)-complete. This is not surprising, since verifying if a profile of strategies is an equilibrium for an IPG implies solving each player's best response optimization, which can be an NP-complete problem. Thus, the goal of this paper was to contribute with an algorithmic approach for the computation of equilibria with a reasonable running time in practice.

To the best of our knowledge, the novel framework proposed and evaluated in this paper is the first addressing the computation of equilibria for non-cooperative simultaneous games in which the players' optimization problem is modelled through a mixed integer program. These games are of practical interest given that in real-world applications, each player decision problem is combinatorial.

Under our game model, each player’s goal is described through a mathematical programming formulation. Therefore, we combined algorithms (and tools) from mathematical programming and game theory to devise a novel method to determine Nash equilibria. Our basic method, SGM, iteratively determines equilibria to finite games which are samples (in the space of the strategies) of the original game; in each iteration, by solving the player’s best reactions to an equilibrium of the previous sampled game, it is verified if the determined equilibrium coincides with an \(\epsilon\)-equilibrium of the original game. Once none of the players has incentive to deviate from the equilibrium of the current sampled game, the method stops and returns it. In order to make the algorithm faster in practice, special features were added. For this purpose, we devised the modified SGM. Our algorithms were experimentally validated through two particular games: the knapsack and the competitive lot-sizing games. For the knapsack game, the m-SGM provides equilibria to medium size instances within the time frame of one hour. The results show that this is a hard game which is likely to have strictly mixed equilibria. The hardness comes from the conflicts that projects selected by different players have in their payoffs: for some projects \(i\) a player \(p\) can benefit from player \(k\) simultaneous investment, while player \(k\) is penalized. For the competitive lot-sizing game, its property of being potential makes our
algorithms’ iterations fast (since there is always a pure equilibrium, that is, an equilibrium with a small support size) and, thus, the challenge is in improving the methods’ initialization.

Note that for the instances solved by our algorithms, there is an exponential (knapsack game) or infinite (competitive lot-sizing game) number of pure profiles of strategies. However, by observing the computational results, a small number of explicitly enumerated pure strategies was enough to find an equilibrium. For this reason, the explicitly enumerated strategies (the sampled games) are usually “far” from describing (even partially) a player p’s polytope conv(Xp) and thus, at this point, this information is not used in PNS to speed up its computations. For instance, Corollary 2 and Lemma 4 did not reduce the number of supports enumerated by PNS in each iteration of m-SGM. Due to the fact that it is in PNS that our algorithms struggle the most, its improvement is the first aspect to further study; we believe that exploring the possibility of extracting information from each player’s polytope of feasible strategies will be the crucial ingredient for this.

There is a set of natural questions that this work opens. Can we adapt m-SGM to compute all equilibria (or characterize the set of equilibria)? Can we compute an equilibrium satisfying a specific property (e.g., computing the equilibrium that maximizes the social welfare, computing a non-dominated equilibrium)? Will in practice players play equilibria that are “hard” to find? If a game has multiple equilibria, how to decide among them? From a mathematical point of view, the first two questions embody a big challenge, since there seems to be hard to extract problem structure to the general IPG class of games. The two last questions raise another one, which is the possibility of considering different solution concepts to IPGs.

Appendix A Illustration of backtracking step

Example 5 Consider the two-player knapsack game described by the following optimization problems

Player A: \[
\max_{x^A \in \{0,1\}^n} 15x_1^A + 8x_2^A - 3x_3^A + 43x_4^A - 15x_5^A + 39x_1^A x_1^B - 90x_2^A x_2^B \\
+ 11x_3^A x_3^B - 84x_4^A x_4^B - 43x_5^A x_5^B \\
\text{subject to } 70x_1^A - 79x_2^A - 83x_3^A - 62x_4^A - 96x_5^A \leq -140
\]

Player B: \[
\max_{x^B \in \{0,1\}^n} 24x_1^B + 13x_2^B + 44x_3^B - x_4^A - 45x_5^B - 73x_1^A x_1^B - 58x_2^A x_2^B \\
- 78x_3^A x_3^B - 49x_4^A x_4^B + 72x_5^A x_5^B \\
\text{subject to } 69x_1^B + 25x_2^B - 39x_3^B - 74x_4^B + 70x_5^B \leq 40.8
\]

In what follows, we go through each sampled game generated by m-SGM; Figure 5 display the players’ strategies computed and associated players’ payoffs.

Sampled game 0 The NE is \(\sigma_0 = (1; 1)\). However, in the original game, player A has incentive to deviate to \(x(1) = (0, 0, 1, 1, 1)\).

Sampled game 1 The NE is \(\sigma_1 = (0, 1; 1)\). However, in the original game, player B has incentive to deviate to \(x(2) = (0, 1, 0, 0, 0)\).

Sampled game 2 The NE is \(\sigma_2 = (0, 1; 0, 1)\). However, player A has incentive to deviate to \(x(3) = (0, 0, 0, 1, 1)\).

Sampled game 3 The NE is mixed with \(\text{supp}(\sigma^A) = \{(0, 0, 1, 1, 1), (0, 0, 0, 1, 1)\}\) and \(\text{supp}(\sigma_3^B) = \{(1, 1, 1, 1, 0), (0, 1, 0, 0, 0)\}\). However, in the original game, player B has incentive to deviate to \(x(4) = (0, 0, 1, 1, 0)\).

Sampled game 4 The NE is \(\sigma_4 = (1, 0; 0, 0, 1)\). However, in the original game, player A has incentive to deviate to \(x(5) = (0, 1, 1, 1, 0)\).
Sampled game 5  There is no NE with \( x(5) = (0,1,1,1,0) \) in the support of player A. Thus, initialize backtracking.

Revisiting sampled game 4  Keep the best reaction strategy \( x^A = (0,1,1,1,0) \) that originated the sampled game 5, but do not consider it in the support enumeration (this strategy only appears in the Feasibility Problem in order to avoid the repetition of equilibria). A NE with \( x^B = (0,0,1,0,1) \) in the support is computed: \( \sigma_4 = (0, \frac{29}{33}, \frac{10}{33}, 0, 0, \frac{8}{11}, \frac{3}{11}) \) with supports \( \text{supp}(\sigma_4^A) = \{(0,0,1,1,1),(0,0,0,1,1)\} \) and \( \text{supp}(\sigma_4^B) = \{(0,1,0,0,0),(0,0,1,0,1)\} \). This NE is a NE of the original game.
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