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Abstract: In this article we consider a bi-objective vehicle routing problem in which, in addition to the classical minimization of the total routing cost, the operator is also required to minimize the maximum diameter of the routes, this is the maximum distance between any two customers serviced within the same route. This problem arises in applications in which a decision planner needs to integrate the routing decisions into his tactical planning so as to reduce the cost of a potential derouting under uncertainty. In addition to the problem description, we provide a formal linear-integer formulation of the problem and an ad-hoc $\epsilon$-constraint method capable of handling small-size problems. We also introduce a variable neighborhood search-based algorithm for the solution of larger problems. We provide a critical analysis of the results obtained after executing our algorithms on some classical instances of the capacitated vehicle routing problem.
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1 Introduction

The vehicle routing problem (VRP, Dantzig and Ramser, 1959) is arguably one of the most classic combinatorial optimization problems arising in the logistics chain. The VRP consists in determining the routes that a certain fleet of vehicles must take in order to collect items at known demand points. Each item typically has a certain size or weight associated. The total amount (in terms of either weight or size) of the quantities collected by a single vehicle cannot exceed its capacity. The VRP is, unfortunately, strongly NP-hard even for a single objective as the traveling salesman problem (TSP, Dantzig et al., 1954) can be polynomially reduced to it (Lenstra and Kan, 1981).

Although typical applications of the VRP are single-objective —most notably to minimize the total routing cost—, it is not uncommon to find practitioners being forced to adapt the existing algorithms to be able to provide fast response times to large-scale problems. Perhaps the most classic —and also most intuitive— way of achieving this is by clustering the customers in such a way that the problem may be decomposed into several smaller VRPs, each of which can be handled separately. The danger of doing so lies in the fact that the operational routing costs are completely dismissed when clustering the customer locations. It is not hard to see that this may lead to a loss of efficiency or to needlessly too expensive routing solutions.

Practical situations in which a decision planner may take advantage of an integrated optimization are the following. First, on problems in which the drivers (or equivalently, the operator) are likely to having to react to unexpected changes in the system. In this case, having the customers close to each other within a route may prevent the operator from incurring into excessive extra costs for any derouting that may be necessary to accommodate to the new situation (Zhong et al., 2007; Haugland et al., 2007). Second, to allow a compact regionalization of the service zone so as to allow the drivers to get familiar with their assigned area, while still keeping near-optimal routing costs, which in the long run may lead to a better service (Mourgaya and Vanderbeck, 2007).

In this article, we introduce the VRP with integrated minimization of the total routing cost and the maximum diameter of the clustering associated with the routes. We describe the problem and provide a formal linear-integer formulation and an \( \epsilon \)-constraint method, capable of handling small-size problems. For larger problems, we introduce a variable neighborhood search (VNS) algorithm. We provide a critical analysis of the results obtained and find that in many situations the operator may incur into substantial gains by approaching a VRP using our modeling framework, as compared to the more traditional —sequential— procedure. From an algorithmic viewpoint, we show that our VNS algorithm can provide a fast and accurate response to medium-size problems.

The remainder of this article is organized as follows. In Section 2 we present a detailed literature review covering the most important aspects associated with our paper. In Section 3 we provide a brief but precise description of the problem, including a small illustrative example to motivate our study. In Section 4 we provide a mathematical formulation of the problem. In Section 5 we introduce an \( \epsilon \)-constraint method to heuristically solve the problem using our model. In Section 6 we describe a VNS algorithm capable of handling larger problems. In Section 7 we perform a critical analysis of the proposed framework by executing our algorithms on some classical problems from the VRP literature. Finally, Section 8 concludes the paper.

2 Literature review

In this section we provide a detailed literature review on the most important aspects associated with our article. Notably, we review the literature on multi-objective vehicle routing problems —including applications where the objectives are not necessarily handled simultaneously, but in a sequential way— and the literature on clustering problems and algorithms. The vast literature on vehicle routing problems and algorithms in single-objective settings is not discussed in this review, for which we refer to Toth and Vigo (2014); Corberán and Laporte (2013).

Vehicle routing algorithms have, since the very early times, included clustering subroutines to reduce the computational burden associated with the routing of the entire problem. The sweep algorithm introduced by
Gillet and Miller (1974) is an example of such decomposition. In the sweep algorithm, customers are grouped according to their proximity using polar coordinates. This can be seen as the ordering in which the nodes would be swept by an imaginary clock hand. Fisher and Jaikumar (1981) proposed a so-called cluster-first-route-second algorithm for vehicle routing problems in which the customers are first grouped according to their proximity solving a generalized assignment problem. For each cluster, a traveling salesman problem (TSP) is then solved. Taillard (1993) uses a similar decomposition in which the clustering of the nodes is performed by solving a minimum spanning forest of the nodes, rooted at the depot. A TSP is then solved for each subtree. Recent heuristics are now less dependent on a pre-clustering of the nodes, mainly because of the additional computational power available that allows the simultaneous routing of several thousands of nodes at once within reasonable time limits. However, some rich vehicle routing problems that are challenging even for medium-size problems still benefit from such decomposition scheme (Miranda-Bront et al., 2016; Kloimüller et al., 2015).

Regarding the simultaneous optimization of multiple objectives in vehicle routing, the surveys of Jozełowiez et al. (2008); Labadie and Prodhon (2014) cover the most important advances in the past 30 years. In most cases, authors have focused into integrating routing optimization (minimization of total routing costs, minimization of makespan, minimization of total traveling distance) with other aspects of the routing. These aspects span from maximizing the customer overall satisfaction (Hong and Park, 1999; Giannikos, 1998; Wang and Li, 2011; Rath and Gutjahr, 2014; Lehuédé et al., 2014), to minimizing the environmental impact of the routing decisions (Demir et al., 2014; Teoh et al., 2016), among several others.

In what concerns the integration of routing and clustering decisions, we are not aware of any article considering these two decisions in an integrated manner. The closest we could get from this is the work of Mourgaya and Vanderbeck (2007), in which the authors introduce a clustering problem that integrates regionalization and route balancing. A routing decisional layer is only included a posteriori. Their analysis suggests that by using the clustering provided by this tactical planning the operator can find well balanced and compact solutions, at the expense of larger routing costs.

With respect to the solution of multi-objective optimization problems in a broader context, we can most notably mention the following frameworks. The weighted sum method (Zadeh, 1963; Zionts, 1988)—in which the different objectives are combined to form a single objective—is perhaps the most intuitive method for multi-objective optimization, however is known to suffer from scaling issues that might easily bias the finding of solutions. In lexicographic or hierarchical methods (Waltz, 1967), the different objectives are first sorted, and then each of them is optimized separately in a sequential manner. When optimizing with respect to the $i$-th objective, constraints are added to the problem to make sure that the new value of the first $(i-1)$ objectives remain close in the new solution to the optimal values found in the previous iterations. Goal programming (Charnes et al., 1955) is a technique that aims at finding a compromise of the different objectives, this is a solution that would remain equally close (or far) from some target for each of the objectives. This technique does not aim at finding several solutions, but one which would be a good compromise among them. All these methods assume that the decision maker has declared its preferences with respect to each of the objectives, and so the solutions found reflect that. When no preference is a priori declared, we find tools like the normal boundary intersection method (Das and Dennis, 1998) or the normal constraint method (Messac et al., 2003), which aim at generating several alternate solutions. For comprehensive surveys of multi-objective optimization we refer to Ehrgott and Gandibleux (2000); Marler and Arora (2004); Deb et al. (2016).

The literature on clustering algorithms, criteria and applications is vast. For comprehensive compendiums we refer to Jain and Dubes (1988); Hansen and Jaumard (1997); Jain et al. (1999); Aggarwal and Reddy (2013). Cluster analysis is the task of grouping objects that share similar characteristics, and to separate objects that differ. A clustering of objects is characterized by: 1) a clustering criterion; and 2) a clustering algorithm. The clustering criterion defines the measure used to tell if a group of objects is either compact or not, and at what extent. The minimax diameter criterion used in our article declares a group of objects as compact if the two objects that differ the most in the group are still alike (Aloise and Contardo, 2015). The minimum sum-of-squares criterion declares a group of objects to be compact if the sum of the squared distances to its centroid is small with respect to that of other groupings (Tao et al., 2014; Ordin and Bagirov, 2015). Clustering algorithms are closely associated with the criterion chosen to determine the similarity of
the objects. Unfortunately, the clustering problems associated with these two criteria are NP-hard (Aloise et al., 2009; Garey and Johnson, 2002). Exact algorithms for the minimum sum-of-squares clustering problem can handle a few thousand objects (Aloise et al., 2012) while for the minimax diameter clustering problem this number may reach several hundreds of thousand objects (Duong et al., 2015; Aloise and Contardo, 2015). For larger problems, authors usually resort to heuristics, such as the complete-linkage heuristic for minimax diameter clustering (Defays, 1977), or the k-means algorithm for minimum sum-of-squares clustering (Forgy, 1965).

3 Problem description

In this section we provide a brief description of the problem. We are given a set of \( n+1 \) nodes \( V = \{0, 1, \ldots, n\} \). The node labeled 0 represents the depot, whereas the remaining nodes represent the customers. The set of customer nodes is denoted \( V^+ \). With each customer \( i \in V^+ \) is associated a demand \( d_i > 0 \). We are also given a set of \( K \) identical vehicles, each of which has a capacity equal to \( Q \). With every pair of nodes \((i, j), i < j,\) is associated an edge \( \{i, j\} \) with a routing cost \( c_{ij} \). The VRP with simultaneous optimization of the total routing cost and customer clustering is the problem of routing each of the \( K \) vehicles, so as to visit every customer node exactly once, while respecting the total demand collected by each vehicle on its route. The objectives are: 1) to minimize the total routing cost; and 2) to minimize the maximum distance between any two nodes within the same route. As it may be impossible to find a single solution that minimizes both objectives simultaneously, the real goal of this optimization problem is to find (or at least to approximate) the Pareto frontier (Pareto, 1964), i.e., the set of all solutions of the problem that are not dominated by any other solution. A solution \( x \) is said to be dominated by another solution \( y \) if \( y \) is at least as good as \( x \) for all the objectives, being strictly better for at least one of them. To further motivate our discussion, let us introduce the following example. Let us consider a problem containing 13 nodes, whose coordinates are given in Table 1. The demands are assumed unitary and the vehicle capacity is equal to 5 units of demand. The distances are assumed Euclidean.

<table>
<thead>
<tr>
<th>Node</th>
<th>x-axis</th>
<th>y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

In Figure 1 we illustrate 4 possible solutions for the problem, each of which with a different routing cost and/or maximum diameter. Among these 4 solutions, please observe that there is no solution that dominates all the other three, i.e., that is at least as good for all the objectives, being strictly better for at least one of them. Indeed, the solution of best routing cost is plotted in (1c), but its maximum diameter is worse than that of solutions (1a) and (1b). On the other hand, the solutions with the minimum maximum diameter are solutions (1a) and (1b), but none of them has a better routing cost than (1c). Finally, note that solutions (1b) and (1d) could be discarded as they are not interesting at all, being strictly worse than solution (1a) for at least one objective, and not better for the other one. Although this exercise in no way characterizes the Pareto frontier of this problem, it at least assures that solutions (1b) and (1d) cannot belong to it.
4 Mathematical formulation

The VRP with simultaneous minimization of the total routing cost and maximum diameter can be formulated as a multi-objective integer-linear problem, as follows. For each edge \( \{i, j\} \), we let \( x_{ij} \) be an integer variable representing the number of times that edge \( \{i, j\} \) is taken by some vehicle. For depot-to-customer edges \( \{0, i\}, i \in V^+ \), this variable may take integer values between 0 and 2, whereas for customer-to-customer edges it is a binary variable. We also let \( y_{ij} \) be a binary variable taking the value 1 iff nodes \( i \) and \( j \) are serviced by the same vehicle, for any two nodes \( i, j \in V^+, i < j \). Finally, we let \( D \) be a real-valued variable equal to the maximum diameter among all routes. For notational simplicity, for any set \( S \subset V \), we denote \( x(\delta(S)) = \sum_{i \in S, j \notin S, i < j} x_{ij} + \sum_{i \in S, j \notin S, i > j} x_{ji} \), and if in addition \( S \subseteq V^+ \), we also let \( r(S) \) be a lower bound on the number of vehicles needed to service the customers in \( S \). It is common to define \( r(S) = \lceil \sum_{j \in S} d_j / Q \rceil \).

The following model —derived from the two-index vehicle-flow formulation of the CVRP introduced by Laporte et al. (1985)— is valid for the problem:

\[
\begin{align*}
\text{min} & \quad \text{total routing cost} = \sum_{i,j \in V, i < j} c_{ij} x_{ij} \\
\text{min} & \quad \text{maximum diameter} = D
\end{align*}
\]

subject to

\[
\begin{align*}
x(\delta(\{i\})) &= 2 \quad i \in V^+ \\
x(\delta(\{0\})) &= 2K
\end{align*}
\]
In this problem, the two objectives (1)–(2) seek to simultaneously minimize the total routing cost and the maximum diameter, respectively. Constraints (3)–(5) are classical VRP constraints: degree, fleet size and capacity constraints, respectively. Constraints (6) define the maximum diameter. Constraints (7)–(10) impose that customers serviced by the same vehicle must belong to the same cluster. Finally, constraints (11)–(13) express the integer nature of the variables $x$ and $y$.

5 An $\epsilon$-constraint method

In this section we describe an $\epsilon$-constraint method (Mavrotas, 2009) for the solution of our bi-objective problem. The $\epsilon$-constraint method is an iterative method that at every iteration generates one Pareto-optimal solution. The choice of the $\epsilon$-constraint method is supported on the two following remarks. On the one hand, it is a known algorithm that has been shown to behave well with other variants of multi-objective vehicle routing problems (Bérubé et al., 2009) to find or at least to approximate the Pareto frontier. On the other hand, it is a method that is friendly with mathematical programming-based algorithms. Indeed, the implementation of an $\epsilon$-constraint method as a mathematical program is straightforward as it only requires the addition of constraints to a model, which can be handled efficiently by any state-of-the-art solver.

Let us denote, for a given target diameter $\delta$ and for a given $\epsilon > 0$, $P(\delta)$ as the following single-objective, linear-integer problem derived from (1)–(13):

\[
\begin{align*}
\text{min} & \quad \text{total routing cost} = \sum_{i,j \in V, i \neq j} c_{ij} x_{ij} \\
\text{subject to} & \quad (3) - (13) \\
& \quad D \leq \delta - \epsilon.
\end{align*}
\]

This problem, when solved to optimality, finds a solution of minimum routing cost among those whose maximum diameter is strictly lower than $\delta$ (given that $\epsilon$ is sufficiently small so as to not cut any solution of smaller routing cost and whose maximum diameter lies between $\delta - \epsilon$ and $\delta$). In our problem, we begin with $\delta \leftarrow +\infty$ and iteratively refine the diameter so as to search for problems more and more compact each time. In addition, we set to zero all variables $x_{ij}, y_{ij}$ such that $c_{ij} \geq \delta$, thus reducing the computational burden associated with the solution of this linear-integer problem. If we call the optimal solution of this problem $x$, and we let $RC(x), D(x)$ be the routing cost and the maximum diameter of that solution, we set $\delta \leftarrow D(x)$ to solve the problem again. This is done until no solutions can be found by the algorithm (either because it is proven infeasible or because the solution process reaches some predefined time limit). The following pseudo-code illustrates our method.

In this pseudo-code, routine $\text{Solve}(P(\delta))$ provides a solution to problem $P(\delta)$ or $\emptyset$ if no such solution can be found.
Algorithm 1 \(\epsilon\)-constraint method for multi-objective VRP

\[
\begin{align*}
\text{Set } & \delta \leftarrow +\infty, S \leftarrow \emptyset \\
\text{while } & x \leftarrow \text{Solve}(P(\delta)) \neq \emptyset \text{ do} \\
& \quad \text{Set } S \leftarrow S \cup \{x\} \\
& \quad \text{Set } \delta \leftarrow D(x) \\
\text{end while} \\
\text{return } & S
\end{align*}
\]

6 Variable neighborhood search

In this section we introduce a variable neighborhood search (VNS) algorithm for multi-objective vehicle routing problems, especially tailored for the solution of the combined optimization of routing and clustering decisions. Our algorithm is based on the iterated local search (ILS) algorithm developed by Penna et al. (2013) for the VRP with heterogeneous fleet (HFVRP). We utilize the same 11 neighborhoods used in their algorithm, but embedded within a VNS instead of an ILS as the original method. Our method uses as a basis a single-objective VNS algorithm, fully described in the next paragraph, for routing cost minimization. Then we embed this VNS into an \(\epsilon\)-constraint method similar to that of Section 5.

6.1 A VNS for routing cost minimization

A high level description of the VNS algorithm for the minimization of the routing cost is as follows. The neighborhoods \(N_i\) are first sorted according to the same ordering proposed by Penna et al. (2013). For a given solution \(x\), \(N_i(x)\) is the set of neighboring solutions of \(x\) that can be reached by performing some simple move on \(x\). A starting solution \(x\) is found using the Clarke & Wright savings heuristic (CWSH, Clarke and Wright (1964)). Starting from \(x\) and \(k \leftarrow 1\), first a shaking is performed. In our implementation, the shaking is uniform across the different neighborhoods and consists in performing, three consecutive times, the swapping of any two random customers. Let us call this procedure \(\text{Shake}(x)\), and let \(x'\) denote the resulting solution. Then we perform local search on \(x'\) to find the solution \(x'' \in N_k(x')\) of lowest routing cost. Let us denote \(\text{LocalSearch}(x', N_k)\) this procedure. If the routing cost \(RC(x'')\) associated with \(x''\) is greater than of equal to that of \(x\), we set \(k \leftarrow k + 1\) and the process is repeated. Otherwise the solution \(x\) is updated to \(x''\) and the whole process is restarted. This is repeated at most \(\Delta\) times without success, where \(\Delta > 0\) is a predefined parameter. The following pseudo-code illustrates our VNS for routing cost minimization.

Algorithm 2 VNS algorithm for VRP with routing cost minimization

\[
\begin{align*}
\text{Algorithm 2 VNS algorithm for VRP with routing cost minimization} \\
& x \leftarrow \text{CWSH} \\
& l \leftarrow 1 \\
& \text{while } l \leq \Delta \text{ do} \\
& \quad k \leftarrow 1 \\
& \quad \text{while } k \leq 11 \text{ do} \\
& \quad \quad x' \leftarrow \text{Shake}(x) \\
& \quad \quad x'' \leftarrow \text{LocalSearch}(x', N_k) \\
& \quad \quad \text{if } RC(x'') < RC(x) \text{ then} \\
& \quad \quad \quad x \leftarrow x'' \\
& \quad \quad \quad k \leftarrow 1 \\
& \quad \quad \quad l \leftarrow 1 \\
& \quad \quad \text{else} \\
& \quad \quad \quad k \leftarrow k + 1 \\
& \quad \quad \text{end if} \\
& \quad \text{end while} \\
& l \leftarrow l + 1 \\
& \text{end while} \\
& \text{return } x
\end{align*}
\]

6.2 A VNS-based \(\epsilon\)-constraint method

Our algorithm for the multi-objective VRP uses the same \(\epsilon\)-constraint method described in Section 5 but replaces routine \(\text{Solve}(P(\delta))\) by a method called \(\text{VNS}(\delta)\), which corresponds to the VNS described in Section 6.1, but in which an additional parameter \(\delta\) is used to deem unfeasible every solution whose maximum
diameter is of $\delta$ or larger (pretty much as problem $P(\delta)$ described in Section 5). As there may be no solution whose maximum diameter is strictly lower than $\delta$, $VNS(\delta)$ may return an empty solution. For a given solution $x$, we denote by $D(x)$ its maximum diameter. The following pseudo-code illustrates our VNS-based $\epsilon$-constraint method:

Algorithm 3 $\epsilon$-constraint VNS algorithm for multi-objective VRP

\begin{verbatim}
Set $\delta \leftarrow +\infty$, $S \leftarrow \emptyset$
while $x \leftarrow VNS(\delta) \neq \emptyset$ do
    Set $S \leftarrow S \cup \{x\}$
    Set $\delta \leftarrow D(x)$
end while
return $S$
\end{verbatim}

7 Computational experience

In this section, we report and analyze the results obtained by our two methods on some classical problems from the CVRP literature (available from http://neo.lcc.uma.es/vrp), namely the so-called instances A-B-E-P. Both algorithms (the model-based and the VNS-based $\epsilon$-constraint methods) have been coded in C++ using the GNU g++ compiler v5, running under a Linux machine with 4 GB of RAM, with an Intel Core i3-2100M @ 2.1 GHz. We used CPLEX 12.6.1 as multi-purpose optimization solver, and the CVRPSEP C library (Lysgaard, 2003) to separate the rounded capacity inequalities (5). The sole parameter $\Delta$ in Algorithm 2 was set to 30 after calibration experiments.

In Table 2 we present detailed results on the performance of the model-based $\epsilon$-constraint method introduced. We restrict our analysis to the problems that our model could handle within a time limit of 1 hour. In this table we report, for each solution found, its routing cost (under column labeled RC) and maximum diameter (under column labeled $D$). We also report, under column labeled $T$, the CPU time required for our algorithm to complete. Finally, for comparison purposes, we also report, under column labeled $T\ VNS$, the CPU time required for the VNS to complete. Please note that our VNS, on all of these small instances, was capable of finding the same approximate Pareto frontier as the model-based $\epsilon$-constraint method. Also, please note that we omit the results for some easy problems for which only a single solution was found. This is the case for problems P-n19-k2, E-n30-k3.

<table>
<thead>
<tr>
<th>Instance</th>
<th>RC</th>
<th>D</th>
<th>T (s)</th>
<th>T VNS (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-n22-k4</td>
<td>375</td>
<td>40</td>
<td>15.3</td>
<td>12.2</td>
</tr>
<tr>
<td></td>
<td>395</td>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-n23-k3</td>
<td>569</td>
<td>97</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>595</td>
<td>96</td>
<td>62.4</td>
<td>64.8</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-n16-k8</td>
<td>450</td>
<td>19</td>
<td>5.6</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>456</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-n20-k2</td>
<td>216</td>
<td>37</td>
<td>25.0</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>218</td>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-n22-k8</td>
<td>603</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>604</td>
<td>36</td>
<td>2,766.6</td>
<td>67.4</td>
</tr>
<tr>
<td></td>
<td>605</td>
<td>34</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As the results show, the bi-objective setting might be capable of finding multiple non-dominated solutions even in the case of small-size problems. The number of solutions in the frontier is usually small and contains a handful of them. On the other hand, please note that the VNS-based $\epsilon$-constraint method proves efficient to find the same Pareto frontier as our model, however it is much more robust with respect to the CPU time required to complete this task.

In Tables 3–6 we describe the results provided by the VNS algorithm, i.e., the solutions belonging to the approximated Pareto frontier as well as the CPU time taken by the method (in seconds). For several of the
problems included in our experiments, we found that the objectives were not really conflicting and thus the solution of minimum routing cost and that of minimum maximum diameter as found by the VNS coincided. These instances are: A-n33-k6, A-n38-k5, A-n39-k5, A-n39-k6, A-n45-k6, A-n46-k7, A-n53-k7, A-n54-k7, A-n55-k9, A-n60-k9, A-n61-k9, A-n62-k8, A-n63-k9, A-n63-k10, A-n65-k9, A-n69-k9, A-n80-k10, B-n31-k5, B-n39-k5, B-n41-k6, B-n45-k5, B-n50-k7, B-n50-k8, B-n51-k7, B-n63-k10, B-n66-k9, B-n67-k10, B-n78-k10, E-n30-k3, E-n51-k5, E-n76-k7, E-n76-k8, E-n76-k10, E-n76-k14, P-n19-k2, P-n21-k2, P-n22-k2, P-n40-k5, P-n45-k5, P-n50-k8, P-n51-k10, P-n55-k7, P-n55-k15, P-n60-k10, P-n60-k15, P-n65-k10, P-n70-k10, P-n76-k4, P-n76-k5. We do not report the results obtained for those instances.

An *a posteriori* analysis of the results obtained after executing our algorithm on those instances reveals, however, the following pattern. We observe that the two customers that entail and define the maximum diameter in the solution of minimum routing cost are usually far from the remaining clusters (or routes), in such a way that moving any (or both) of those two customers to a different route would necessarily entail an increase in the maximum diameter. This can somehow be observed *a priori* on problems with very clustered customer nodes, but it is not a necessary condition for it to happen. To exemplify this remark, please observe the optimal routing solution for instance P-n19-k2 as depicted in Figure 2. Nodes 11 and 17 are those that define the maximum diameter. If any of these two nodes (or both) were inserted into the other route, their distance to node 13 would necessarily produce an increase in the maximum diameter.

From the results reported in Tables 3–6 we can extract several remarks. First and foremost, we can observe that the Pareto frontier can contain several undominated solutions, but rarely more than a handful of them. Second, several solutions being almost identical with respect to one of the objectives, present a much higher variance with respect to the other. Look, for instance, at instance B-n45-k6. The two solutions with lowest routing costs share almost identical maximum diameters (less than a 2% difference), but differ in more than a 5% in terms of the total routing cost. On the other hand, the opposite can also be observed. Look, for instance, to problem E-n22-k4, where the only two solutions in the Pareto frontier are less than a 0.5% apart in terms of routing cost, but are more than a 12% apart in terms of maximum diameter. Now, look at the two solutions obtained for instance B-n57-k7. They only differ in less than a 2% in terms of their maximum diameter, but present more than a 8% of difference in terms of routing cost. This means that, by choosing not the best clustering, but the second best, the compactness of the solution is almost maintained, and a saving of more than a 8% can be observed in the routing costs. This type of solution would be unavailable to the decision planner if both objectives were optimized in sequence.
In this article, we have introduced a bi-objective approach for a vehicle routing problem integrating operational planning into tactical clustering decisions. The problem has been formally defined and a mathematical formulation has been provided. While the mathematical formulation cannot handle problems containing more than a few tens of nodes, we have introduced a VNS algorithm capable of handling larger problems. We have executed the VNS on a set of classic instances from the vehicle routing literature, and analyzed the potential impact of using our decision tool instead of applying the two objectives in a sequential manner. We have shown that our multi-objective approach can provide solutions that would otherwise be missed by a sequential optimization, thus forbidding the decision maker from benefiting of alternate solutions.

As a matter of future research, we have detected several potential avenues. First, we believe that richer vehicle routing problems (as vehicle routing with time windows, synchronization constraints, pickup and delivery, to name just a few) could benefit from similar modeling techniques, which would in turn allow decision makers to take potentially better decisions. Second, we also believe that authors could investigate the potential benefit of considering other clustering criteria within the same framework, as for instance minimum sum-of-squares clustering. Finally, we also believe that there is room for improvement of our methods. For the model, we believe that the addition of cutting planes or perhaps an entirely new modeling
Table 5: Detailed results on instances of set E

<table>
<thead>
<tr>
<th>Instance</th>
<th>RC</th>
<th>D</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-n22-k4</td>
<td>420</td>
<td>56</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>422</td>
<td>49</td>
<td>9</td>
</tr>
<tr>
<td>E-n23-k3</td>
<td>570</td>
<td>97</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>81</td>
<td>96</td>
</tr>
<tr>
<td>E-n33-k4</td>
<td>835</td>
<td>86</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td>860</td>
<td>67</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td>861</td>
<td>57</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Detailed results on instances of set P

<table>
<thead>
<tr>
<th>Instance</th>
<th>RC</th>
<th>D</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-n16-k8</td>
<td>450</td>
<td>19</td>
<td>1456</td>
</tr>
<tr>
<td></td>
<td>456</td>
<td>16</td>
<td>37</td>
</tr>
<tr>
<td>P-n20-k2</td>
<td>216</td>
<td>37</td>
<td>9218</td>
</tr>
<tr>
<td></td>
<td>218</td>
<td>36</td>
<td>38</td>
</tr>
<tr>
<td>P-n22-k8</td>
<td>603</td>
<td>39</td>
<td>604</td>
</tr>
<tr>
<td></td>
<td>605</td>
<td>34</td>
<td>605</td>
</tr>
<tr>
<td>P-n23-k8</td>
<td>529</td>
<td>30</td>
<td>530</td>
</tr>
<tr>
<td></td>
<td>530</td>
<td>22</td>
<td>530</td>
</tr>
<tr>
<td>P-n50-k7</td>
<td>554</td>
<td>42</td>
<td>596</td>
</tr>
<tr>
<td></td>
<td>596</td>
<td>39</td>
<td>1,568</td>
</tr>
<tr>
<td>P-n50-k10</td>
<td>696</td>
<td>42</td>
<td>708</td>
</tr>
<tr>
<td></td>
<td>708</td>
<td>41</td>
<td>1,422</td>
</tr>
<tr>
<td></td>
<td>709</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>P-n55-k8</td>
<td>576</td>
<td>42</td>
<td>613</td>
</tr>
<tr>
<td></td>
<td>613</td>
<td>40</td>
<td>3,366</td>
</tr>
<tr>
<td>P-n55-k10</td>
<td>694</td>
<td>36</td>
<td>708</td>
</tr>
<tr>
<td></td>
<td>708</td>
<td>32</td>
<td>3,396</td>
</tr>
</tbody>
</table>

paradigm (a set-partitioning formulation most notably) could help handling much larger problems. For the VNS, we believe that investigating the potential benefit of granularity (Toth and Vigo, 2003) could lead to a reduction of the CPU times without damaging the overall performance of our algorithm.
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