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Abstract: In this article we introduce the Quadratic Capacitated Vehicle Routing Problem (QCVRP), a combinatorial optimization problem that arises in practical applications in logistics and transportation. The QCVRP extends two other known problems, the Capacitated Vehicle Routing Problem and the Quadratic Symmetric Traveling Salesman Problem, the former by considering a modified cost matrix in which traveling costs are now associated to pairs of two consecutive edges, and the latter by introducing customer demands and vehicle capacities. We present a three-index vehicle-flow formulation for the problem in which variables represent q-edges (pairs of consecutive edges), and strengthen it with several classes of valid inequalities. We present efficient separation routines for the inequalities used in this paper and derive an exact solver based on the branch-and-cut paradigm. We also present an efficient heuristic for finding feasible solutions of the QCVRP quickly, using some state-of-the-art sub-routines from the vehicle routing literature especially adapted for this problem. Parallel implementations of the two algorithms are proposed that take advantage of state-of-the-art multiple-core architectures. We conduct extensive computational experiments to assess the efficiency of the modeling and solution approaches presented, as well as of their parallel implementations. Small- and medium-size problems can be solved to optimality while tight lower and upper bounds are computed for larger – more difficult – problems.
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1. Introduction

This paper introduces the Quadratic Capacitated Vehicle Routing Problem (QCVRP), an extension of two important problems in combinatorial optimization and logistics: the Capacitated Vehicle Routing Problem (CVRP) and the Quadratic Symmetric Traveling Salesman Problem (QSTSP). In the QCVRP, a fleet of \( K \) homogeneous vehicles must be routed from a single depot to visit exactly once all customers from a predefined set of customers \( V^+ = \{1, \ldots, n\} \). For notational convenience, the depot node is labeled as the node 0, and we denote \( V = V^+ \cup \{0\} \). With each vehicle is associated a capacity \( Q \), and with each customer \( i \in V^+ \) is associated a demand \( d_i \in \mathbb{Z}^+ \). The main difference of the QCVRP with respect to the traditional CVRP is the definition of the edge costs. They are not defined on every edge but rather on every pair of two consecutive edges. In the QSTSP, the cost function follows this last structure but now a single vehicle of infinite capacity is used to visit all customer nodes, instead of a limited fleet of \( K \) capacitated vehicles as for the QCVRP. An important difference between the problem introduced in this paper with respect to the QSTSP is the cost associated to edges adjacent to the depot. While in the QSTSP the costs incurred by two edges \( \{0, i\} \) and \( \{0, j\} \) depends on the sequence \( i \to 0 \to j \) (or equivalently \( j \to 0 \to i \) since the costs are symmetric), in the QCVRP we consider these two routing costs to be independent. From a strict modeling viewpoint, we can say that the QCVRP generalizes the original CVRP but only extends the QSTSP, as the latter cannot be modeled as a QCVRP in the strict sense.

The QCVRP can be used as modeling framework for several practical applications in vehicle routing and logistics. The Angle-CVRP is a generalization of the CVRP in which, in addition to the traveling costs on edges, we associate penalties to the angles performed between every pair of consecutive edges traversed. This problem arises in the routing of robots by taking into account some energy minimization aspects [1]. In this application, the energy consumption of a robot along its path is affected by the smoothness of the path, i.e. sharp turns are harder to perform than smooth turns. The CVRP with reload costs (CVRP-RC) is another generalization of the CVRP in which edges are color-labeled [26, 30, 2]. In addition to the traveling costs associated to edges, another cost is associated to the change in color between two consecutive edges. In practical applications in logistics, a color can be used to associate a particular mode of transportation to an edge. Thus, the change in color represents in fact a change in the mode of transportation, to which we associate a handling cost from unloading and reloading the freight on the vehicles implied.

We can mention two other applications of the QCVRP in logistics that require the costs matrix not to be symmetric. This problem generalizes the QCVRP and we refer to it as the Asymmetric QCVRP (AQCVRP). In the first application, the AQCVRP can be used to model turn penalties. In such setting, a set of vehicles must visit a set of predetermined customers (in a node-routing context) or edges (in an arc-routing context), subject to some additional constraints. Each node in the graph represents a corner in the city, and therefore some turns (normally left turns), are penalized or sometimes simply forbidden, so as to mimic some usual traffic regulations in urban transportation [11, 42, 7]. In the second application, the AQCVRP can be used to model and solve a clustered vehicle routing problem, as follows. Assume that a large-scale vehicle routing problem needs to be solved. One way of decreasing the computational complexity related to its size is to cluster the customer nodes so as to impose that each cluster must be visited by a single vehicle. Moreover, assuming that such vehicle visits all customers into the cluster before leaving it, one may assume the following policy when visiting three clusters in sequence—say clusters \( C_1, C_2 \) and \( C_3 \). Let \( v_{12} \) be the node in \( C_1 \) that is the closest from \( C_2 \), and let \( v_{23} \) be the node in \( C_2 \) that is the closest from \( C_3 \). If the order in which the vehicle visits the nodes in \( C_2 \) is given by the solution of an Open TSP that starts in \( v_{12} \), visits all the nodes in \( C_2 \) and finishes in \( v_{23} \), a quadratic costs structure arises naturally.

The main contributions of this article are mainly four. First, we formally introduce the QCVRP by providing a strict mathematical formulation of the problem based on \( q \)-edges. Second, we develop an exact algorithm for the QCVRP based on the branch-and-cut paradigm, and show that the proposed modeling approach and solution method are useful to derive strong lower bounds of the problem in short computing times. Third, we provide a heuristic method based on state-of-the-art sub-routines especially tailored for solving the QCVRP, and capable of finding tight upper bounds of the problem quickly. Fourth, we present parallel implementations of the proposed algorithms that take advantage of current state-of-the-art multiple-core architectures.
The remainder of the article is structured as follows. In Section 2 we present a literature review of related problems and methodologies. In Section 3 we formalize the QCVRP by providing a strict mathematical formulation based on q-edges. In Section 4 we present several classes of valid inequalities for the problem. In Section 5 we present the different separation algorithms used to find violated inequalities. In Section 6 we present the exact algorithm based on the branch-and-cut paradigm to derive lower and upper bounds in an iterative manner. In Section 7 we present a heuristic algorithm for the QCVRP based on some state-of-the-art routines adapted from the vehicle routing literature. In Section 8.2 we provide an extensive computational study on several classes of instances to show the effectiveness of the proposed methodologies. Finally, Section 9 concludes the article and provides a discussion of several potential avenues for future research.

2. Literature review

At the best of our knowledge, the QCVRP has not yet been considered in the literature. However, it is closely related to some other classes of combinatorial optimization problems.

The Symmetric Traveling Salesman Problem (STSP) is one of the most classical problems in combinatorial optimization. In the STSP, a traveling salesman (or equivalently, a vehicle with infinite capacity) must visit a set of vertices and get back to the origin vertex in the minimum possible time. The traveling distances between each pair of vertices are supposed to be symmetric, this is \( c_{ij} = c_{ji} \) for every pair of vertices \( i \) and \( j \). The STSP was introduced in the seminal work of [18] in which the authors present a compact two-index formulation containing an exponential number of constraints. This integer program is solved using a branch-and-cut method, a new technique at that time. State-of-the-art algorithms for the STSP are based on the work of [18] by considering several new classes of valid inequalities and scalable separation algorithms [40, 33, 3].

The Quadratic Symmetric Traveling Salesman Problem (QSTSP) is a natural extension of the STSP in which the distances depend on every pair of two consecutive edges (namely q-edges). The QSTSP was formally introduced by [22]. The authors introduce a three-index vehicle-flow formulation of the problem which they strengthen using several classes of valid inequalities. They perform a polyhedral study and show that several classes of valid inequalities induce facets of the QSTSP polytope. Practical applications of the QSTSP include the Angle-STSP (A-STSP), a variation of the STSP in which the traveling times on two consecutive edges depend on their angle at the middle vertex [1].

The Capacitated Vehicle Routing Problem (CVRP) is the most classical variation of the STSP, in which a fleet of \( K \) identical vehicles (instead of a single vehicle as for the STSP) is used to visit exactly once each node from a predefined set of customer nodes. Every vehicle must start and end its route at a depot node, and cannot exceed its capacity while collecting the demands of the customers visited through the route. The CVRP was introduced by [19] who formally stated the problem. In [35], the authors proposed a compact two-index vehicle-flow formulation for the CVRP strengthened with capacity cuts, and developed the first exact algorithm for the problem based on the branch-and-cut paradigm. The CVRP shares with the STSP several structural properties but they also differ from an algorithmic point of view. Indeed, the capacities on vehicles induce an additional computational complexity that makes it much harder to solve in practice than the STSP. For the reader to have an idea, while the most efficient algorithm for the STSP [3] can solve problems with several thousands of customers to optimality, the most efficient exact algorithms for the CVRP [25, 5, 15] cannot solve problems containing more than 200 customers.

3. Mathematical formulation

Before formulating the QCVRP, let us define some notation. Let \( V = \{0, 1, \ldots, n\} \) be the set of nodes, and let node 0 be the depot node. Let \( V^+ = V \setminus \{0\} \) be the set of customer nodes. With every customer \( i \in V^+ \) we associate a demand \( d_i \in \mathbb{Z}^+ \). We are given a fleet of exactly \( K \) homogeneous vehicles, each of which has a capacity of \( Q \) units of demand. Let \( E \) be the set of edges, namely \( E = \{\{i, j\} : i, j \in V, i < j\} \), and let \( E^q \) be the set of q-edges, namely \( E^q = \{\{(i, k), j\} : i, j, k \in V, i < k, i \neq j, j \neq k, j \neq 0\} \). With every q-edge \( e = \{(i, k), j\} \in E^q \) is associated a traveling cost \( c_{ijk} \). Note that in the definitions of sets \( E \) and \( E^q \) the
symmetry of the network (and of the routing costs) is implicit. Indeed, if \( \{i, j\} \) and \( \{(i, k), j\} \) encode edges and q-edges in \( E \) and \( E^q \), respectively, then \( \{j, i\} \) and \( \{(k, i), j\} \) encode exactly the same two objects. For the single-customer trips represented by routes of the form \( 0 \rightarrow i \rightarrow 0 \) with \( i \in V^+ \), we let \( 2c_{0i} \) be the routing cost associated. For every customer set \( S \subseteq V^+ \) we define \( r(S) = \left\lceil \sum_{i \in S} d_i / Q \right\rceil \), which is a lower bound on the number of vehicles needed to visit the customers in \( S \) due to the capacity constraints.

Now, let us define the variables of the model. For every \( i \in V^+ \) we let \( w_i \) be a binary variable equal to 1 iff customer \( i \) is served using a single-customer route. For every edge \( \{i, j\} \in E^+ \), with \( E^+ = \{ e = \{i, j\} \in E : i, j \in V^+, i < j \} \), we let \( z_{ij} \) be a binary variable equal to 1 iff customers \( i \) and \( j \) are the only two customers visited in a route. For every \( e = \{(i, k), j\} \in E^q \) we let \( y_{ijk} \) be a binary variable equal to 1 iff the q-edge \( e \) is used in a multiple-customer route (this is, a route visiting at least three customers). In addition, we let for every edge \( e = \{i, j\} \in E \), \( x_{ij} \) be a binary variable equal to 1 iff edge \( \{i, j\} \) is used in a multiple-customer route visiting three or more customers. Variables \( x \) are not strictly necessary as they can be derived from variables \( y \) but are still included in the model. Finally, we define binary variables \( \xi_{ij} \) for every edge \( \{i, j\} \in E \) equal to 1 iff the edge \( \{i, j\} \) is used by any vehicle regardless of the number of customers served in its route. Again, these edge variables are not strictly necessary as they can be derived from the previous ones, but will help in the presentation of the article as they will allow linking some of our results with previous results for the CVRP. Indeed, variables \( \xi \) correspond to the usual two-index vehicle-flow variables of the CVRP used, for instance, in [35, 38]. Note that in order to be consequent with the notation and the network symmetry, we may use variables \( z_{ij}, \xi_{ij}, x_{ij} \) and \( y_{ijk} \) to encode the exact same variables as \( z_{ij}, \xi_{ij}, x_{ij} \) and \( y_{ijk} \), respectively.

Now, let us define the following additional notation. For every edge subset \( F \subseteq E \) we let \( x(F) \) def \( \sum_{e \in F} x_e \) and \( \xi(F) \) def \( \sum_{e \in F} \xi_e \). Analogously, for every q-edge subset \( F \subseteq E^q \) we define \( y(F) \) def \( \sum_{e \in F} y_e \). For every \( F \subseteq E^+ \) we let \( z(F) \) def \( \sum_{\{i, j\} \in F} z_{ij} \). For every customer subset \( U \subseteq V^+ \) we let \( w(U) \) def \( \sum_{i \in U} w_i \). For any two vertices sets \( U, T \subseteq V \), we define \( (U : T) \) def \( \{ e = \{i, j\} \in E : (i \in U \land j \in T) \lor (i \in T \land j \in U) \} \). Also, for any three subsets \( U, T, W \subseteq V \) we define \( (U : T : W) \) def \( \{ e = ((i, k), j) \in E^q : (i \in U \land k \in W) \lor (i \in W \land k \in U) \} \). Now, for every vertex subset \( S \subseteq V \) we let \( E(S) \) def \( (S : S) \) and \( \delta(S) \) def \( (S : V \setminus S) \). We also define, for every vertex subset \( S \subseteq V \), \( E^q(S) \) def \( (S : S) \) in addition to the following quantities:

\[
\begin{align*}
\delta^{ioo}(S) & \text{ def } (S : V \setminus S : V \setminus S) \\
\delta^{ioi}(S) & \text{ def } (S : V \setminus S : S) \\
\delta^{iio}(S) & \text{ def } (S : S : V \setminus S) \\
\delta^{iio}(S) & \text{ def } (V : S \setminus S : V \setminus S)
\end{align*}
\]

In addition, if \( S \subseteq V^+ \), we let the sets \( \delta^+(S), \delta^{ioo+}(S), \delta^{ioi+}(S), \delta^{iio+}(S), \delta^{iio+}(S) \) be defined as before but without including edges or q-edges linking \( S \) to the depot. Note that if any of the sets involved in \( (U : T) \) or \( (U : T : W) \) is a singleton \( \{i\} \), we will denote instead \( i \).

The QCVRP can be formulated as the following integer linear program:

\[
\begin{align*}
\min & \quad 2 \sum_{i \in V^+} c_{0i} w_i + \sum_{\{i, j\} \in E^+} (c_{0ij} + c_{0ji}) z_{ij} + \sum_{(i, k, j) \in E^q} c_{ijk} y_{ijk} \\
\text{subject to} & \\
\xi(\delta(\{i\})) & = 2 & i & \in V^+ \\
\xi(\delta(\{0\})) & = 2K \\
\xi(\delta(S)) & \geq 2r(S) & S & \subseteq V^+, 2 \leq |S| \leq |V^+| - 1 \\
y_{0ij} + y_{0ji} + z_{ij} & \leq 1 & i, j & \in V^+, i < j \\
x_{0i} = y(0 : i : V^+ \setminus \{i\}) & & i & \in V^+
\end{align*}
\]
The objective represented by the expression (1) aims to minimize the total traveling costs. The quadratic nature of the costs is expressed in terms of variables $y$ and $z$. Constraints (2) are the degree constraints. They impose that every customer be visited exactly once or, equivalently, that two edges are adjacent to it. Constraints (3) are the fleet-size constraints. They impose that exactly $K$ vehicles be routed from the depot. Constraints (4) are the subtour-elimination constraints and capacity cuts. They forbid the appearance of subtours (closed tours not linked to the depot) and of routes exceeding the capacity of the vehicles. Constraints (5) impose that two-customer routes of the form $0 \rightarrow i \rightarrow j \rightarrow 0$ cannot be associated with the $y$ variables but rather with the corresponding $z$ variables. Constraints (6)–(7) are the linking constraints between the edges in $E$ and the $q$-edges in $E^q$. Constraints (8)–(9) are the linking constraints between the $\xi$ variables and variables $x, w, z$. Finally, constraints (10)–(14) are the integrality and non-negativity constraints of the decision variables. Note that variables $x$ and $\xi$ need not be imposed as integers, as this will be a direct consequence of the integrality of variables $y, w, z$ and the linking constraints.

This formulation is an adaptation of the three-index formulation introduced by [22] for the QSTTP, and relies on the particular quadratic structure of the costs (they depend on pairs of two consecutive edges rather than on arbitrary pairs of edges) to derive a linear programming model with a cubic number of variables. As pointed out by the authors, this trade-off between the number of variables and the nature of the objective function (linear or quadratic) is usually positive towards the use of this cubic number of variables with a linear objective, rather than using a quadratic number of variables with a quadratic objective.

4. Valid inequalities

In this section we present several families of inequalities that are shown to be valid for the QCVRP. Some of them are adapted from the valid inequalities presented in [22] for the QSTTP while some others are adapted from existing valid inequalities for the CVRP [4, 38] and the Capacitated Location-Routing Problem (CLRQ, [9, 16]). In some cases, our inequalities are lifted or tightened versions of the original ones.

4.1 Triangle inequalities

The triangle inequalities were introduced by [39] for the 0-1 Quadratic Problem (0-1 QP) and adapted by [22] for the special case of the QSTTP. Let $i, j, k \in V^+$, be three different customer nodes. The following triangle inequalities are valid for the QCVRP:

$$y_{ijk} + y_{kij} \leq x_{ij}.$$  

**Proposition 1** The triangle inequalities (15) are valid for the QCVRP.

**Proof.** If $x_{ij} = 0$ then all $q$-edges using edge $\{i, j\}$ are such that the associated $y$ variable is zero. If $x_{ij} = 1$ then for any $k \in V^+ \setminus \{i, j\}$, at most one variable $y_{ijk}$ or $y_{kij}$ can be equal to 1, otherwise there would be a subtour of size three. \qed
4.2 Small routes inequalities

The small routes inequalities were introduced by [9] for the CLRP under the name of depot degree constraints. For the QCVRP we can derive, under certain assumptions, three families of valid inequalities. The first assumption, shared by all three families, is that the number of vehicles is tight with respect to the demands, i.e. that \[ \lceil d(V^+)/Q \rceil = K. \]

Let \( S \subseteq V^+, |S| \geq 2 \) be a subset of customers such that \( d_i + d_j \leq Q \) for every two different customers \( i, j \in S \). Let us assume that \( S \) and the traveling distances \( (c_{0i})_{i \in V^+}, (c_{ijk})_{\{(i,k),j\} \in E^q} \) satisfy the following triangle property: for every pair of customers \( i, j \in S, i < j \), \( 2(c_{0i} + c_{0j} \geq c_{0ij} + c_{0ji} \). The following single-customer routes cut is valid for the QCVRP:

\[
\begin{align*}
& w(S) \leq 1. \\
& (16)
\end{align*}
\]

**Proposition 2** The single-customer routes cuts (16) are valid for the QCVRP.

**Proof.** Two customers \( i, j \in S \) cannot be simultaneously served by single-customer routes. Indeed, it will always be cheaper to route those two customers using a two-customer route of the form \( 0 \rightarrow i \rightarrow j \rightarrow 0 \). \( \square \)

Now, let \( S \subseteq V^+, |S| \geq 4 \) be such that \( d_i + d_j + d_k + d_l \leq Q \) for every four different customers in \( S \). Let us assume that \( S \) and the traveling distances satisfy the following pentagon property: for every four different customers \( i, j, k, l \in S \), \( c_{0ji} + c_{0kl} \geq c_{ijk} + c_{jkl} \). The following two-customer routes cut is valid for the QCVRP:

\[
\begin{align*}
& z(E(S)) \leq 1. \\
& (17)
\end{align*}
\]

**Proposition 3** The two-customer routes cuts (17) are valid for the QCVRP.

**Proof.** Four customers \( i, j, k, l \in S \) cannot be simultaneously served by two different two-customer routes. Indeed, it will always be cheaper to route those four customers using one route servicing them all. \( \square \)

Finally, let \( S \subseteq V^+, |S| \geq 4 \) be such that for every four different customers \( i, j, k, l \in S \), \( d_i + d_j + d_k + d_l \leq Q \). Let us assume that \( S \) and the traveling distances satisfy the triangle property, the pentagon property, in addition to the following square property: for every three different customers \( i, j, k \in S \), \( 2c_{0i} + c_{0jk} \geq c_{0ij} + c_{ijk} \). The following mixed-customer routes cut is valid for the QCVRP:

\[
\begin{align*}
& w(S) + z(E(S)) \leq 1. \\
& (18)
\end{align*}
\]

**Proposition 4** The mixed-customer routes cuts (18) are valid for the QCVRP.

**Proof.** We already know that any two different customers in \( S \) cannot be served by single-customer routes, and that any four different customers in \( S \) cannot be served by two different two-customer routes either. In addition, the square property ensures that three different customers cannot be served one by a single-customer route, and the other two by a two-customer route. Indeed, it will always be cheaper to visit those three customers using the same vehicle. \( \square \)

4.3 Odd-set inequalities

Odd-set inequalities were also introduced for the 0-1 QP by [39] and adapted for the QSTSP by [22]. Let \( S \subseteq V^+ \) be a subset of customers with \( |S| \geq 3 \) and odd. The following odd-set inequalities are valid for the QCVRP:

\[
\begin{align*}
& x(E(S)) - y(E^q(S)) \leq \left\lfloor \frac{|S|}{2} \right\rfloor. \\
& (19)
\end{align*}
\]

**Proposition 5** The odd-set inequalities (19) are valid for the QCVRP.
Proof. If no two consecutive edges in $S$ are used, then the first sum of the left-hand size is bounded from above by $\lfloor |S|/2 \rfloor$. Now, for every two consecutive edges used, the corresponding q-edge must be used. \qed

4.4 Conflicting edges inequalities

The following inequalities are used to forbid cycles by detecting patterns of edges and q-edges that would induce subtours. They were introduced by [22] for the QSTSP. The first family is valid for every pair of customers $i, j \in V^+$:

$$x_{ij} + y(\delta^{oi+}([i, j])) \leq 1 - z_{ij} - \max\{w_i, w_j\}. \quad (20)$$

The second family of valid inequalities, in addition to customers $i, j \in V^+$, considers a partition of set $V^+ \setminus \{i, j\}$ into sets $S$ and $T$ satisfying $|S| \geq 1, |T| \geq 3$. The inequality is as follows:

$$x_{ij} + y(i : S : j) + y(T : i : T) \leq 1 - z_{ij} - w_i. \quad (21)$$

The third family of this class assumes the size of set $T$ to be equal to 2, namely $T = \{u, v\}$. In that case, the following inequalities are also valid for the QCVRP:

$$x_{ij} + y(i : S : j) + y_{uiv} + y_{ujv} \leq \min\{1, 2 - 2z_{ij} - w_i - w_j\}. \quad (22)$$

Proposition 6 The conflicting edges inequalities (20)–(22) are valid for the QCVRP.

Proof. In [22], the authors proved the validity of the conflicting edges inequalities (20)–(22) for the particular case in which the right-hand sides are all equal to one. If now $w_i = 1$ or $w_j = 1$ or $z_{ij} = 1$, then the left-hand side of inequalities (20) must be equal to zero. If $w_i = 1$ or $z_{ij} = 1$, then the left-hand side of inequalities (21) must be equal to zero. Finally, if both $w_i$ and $w_j$ are equal to 1 or if $z_{ij} = 1$, then the left-hand-side of inequalities (22) must be necessarily equal to zero. \qed

An additional family of valid inequalities can be expressed to impose that at most one variable among $x_{0i}, w_i$ and $z_{ij}$ (for some $j$) can take a value of 1. They can be expressed as:

$$x_{0i} + z(\delta^+([i])) \leq 1 - w_i. \quad (23)$$

The validity of these inequalities comes from the observation that a customer cannot be simultaneously served by routes of different nature.

Following a similar reasoning, the following family of inequalities is a strengthening of constraints (5) whose purpose is to forbid two-customer routes from using variables $y$. They are valid for every $i, j \in V^+, i \neq j$ and can be expressed as follows:

$$y_{0ij} + y_{0ji} + z(\delta^+([i])) \leq 1 - w_i. \quad (24)$$

The validity of these inequalities is as follows. If $w_i = 1$ then of course all variables $y$ and $z$ related to $i$ must be equal to zero. In the case $w_i = 0$, then either $i$ is served by a two-customer route, in which case the corresponding $z_{ij}$ variable would be equal to 1, or it is served by a multiple-customer route (visiting at least three customers), in which case $i$ cannot be visited using two q-edges of the form ([0, i], j) and ([0, j], i).

4.5 Lifted capacity cuts

In this section we present two families of valid inequalities that, in the same spirit of the capacity cuts (4), are used to forbid vehicle routes from visiting customers that would not fit into a vehicle due to the capacity restrictions. One of the two families is called lifted capacity cuts. As its name suggests, they represent a lifting of the original capacity cuts (4) and of the $y$-capacity cuts introduced by [9, 16] for the CLRP. Following the same reasoning used by [22] for the QSTSP, one can observe that the q-edges with both extremities inside of
S and the middle vertex outside of it can be omitted from the cut since they represent vehicles that never
left set S. The following inequality is then valid for the QCVRP for every set $S \subseteq V^+$:

$$\xi(\delta(S)) - 2y(\delta^{ioi}(S)) \geq 2r(S).$$

(25)

Lemma 1 Inequalities (25) are valid for the QCVRP.

Proof. First, note that without loss of generality we may assume that $2w(S) + 2z(E(S)) + 2z(\delta^+(S)) = 0$. Indeed, for each of these terms equals to one, one can remove the corresponding customers from S and prove the inequality for the remaining ones, because each time that a variable $w$ or $z$ is equal to one, the accumulated demand associated to each route is not greater than $Q$ and thus $r(S)$ cannot decrease by more than one unit. Let us assume first that $r(S) = 1$. If the q-edges leaving from $S$ were only of the form $\{i, k\}, i, k \in S, j \in V^+ \setminus S$, then there would be a subtour. Thus, there must be at least two edges that
are not of this form which will make the left-hand side of constraint (25) become at least 2. Let us assume
now that $r(S) > 1$. If there were $2k$ q-edges leaving from $S$, with $k < r(S)$, one could follow these q-edges (thanks to the degree constraints) that would eventually get together to the depot creating at most $k$ routes, one of which at least would violate the capacity constraint, or some of them would eventually meet in some
other customer, thus creating a subtour.

Note that this inequality is valid for every set $S$ and not only for sets of size strictly smaller than $|V^+|/2$ as for the QSTSP since tours must necessarily be connected to the depot.

The next lifting of this last inequality is a generalization of the following observation due to [9] for the
CLR. One can strengthen the capacity cut by not considering some routes visiting one or two customers
inside $S$. More precisely, the following inequality is valid for every set $S \subseteq V^+$, and for every subset $S' \subset S$ such that $r(S) = r(S \setminus S')$:

$$x(\delta(S)) - 2y(\delta^{ioi}(S)) + 2(w(S \setminus S') + z(E(S \setminus S')) + z(\delta^+(S \setminus S'))) \geq 2r(S).$$

(26)

Proposition 7 Inequalities (26) are valid for the QCVRP.

Proof. Let $S'' \subseteq S'$ be the set of customers $i \in S'$ that are either served by a single-customer route (in which case variable $w_i$ would be equal to one) or by a two-customer route (in which case the corresponding $z_{ij}$ variable would take the value 1). We will now show that that the left-hand side of inequality (26) is greater than or equal to the left-hand side of inequality (25) evaluated in set $S \setminus S''$. Indeed, the last three terms must satisfy:

i.

$$w(S \setminus S') = w(S \setminus S'') - w(S' \setminus S'') = w(S \setminus S'').$$

The last equality follows from the definition of $S''$.

ii.

$$z(E(S \setminus S')) = z(E(S \setminus S'')) - z(S \setminus S' : S' \setminus S'') - z(E(S' \setminus S''))$$

$$= z(E(S \setminus S'')) - z(S \setminus S' : S' \setminus S'').$$

Again, the last equality follows from the definition of set $S''$.

iii.

$$z(\delta^+(S \setminus S')) = z(\delta^+(S \setminus S'')) + z(S \setminus S' : S' \setminus S'')$$

$$- z(S' \setminus S'' : V^+ \setminus S) - z(S' \setminus S'' : S'')$$

$$= z(\delta^+(S \setminus S'')) + z(S \setminus S' : S' \setminus S'').$$

Again, the last equality follows from the definition of set $S''$. 


For the first two expressions we can apply similar reasonings to obtain the following relationships:

iv. 
\[ x(\delta(S)) = x(\delta(S \setminus S')) \]

v. 
\[ y(\delta^{oi+}(S)) = y(\delta^{oi+}(S \setminus S')) \]

These identities follow from the definition of set \( S'' \) by realizing that no variable \( x \) or \( y \) visiting nodes in \( S'' \) will take a positive value.

Now, we add all these five identities to obtain that the left-hand side of constraint (26) is equal to the left-hand side of constraint (25) evaluated in \( S \setminus S'' \). Because \( r(S) = r(S \setminus S'') \) the result follows. \( \square \)

**Remark 1** The lifted capacity cuts (26) dominate the \( y \)-capacity cuts introduced by [9] because of the tighter left-hand side. They also extend the lifted subtour elimination constraints of [22] valid for the QSTSP.

The second family of capacity cuts takes into account \( q \)-edges only. Given that \( q \)-edges visit two customers each, one can derive an inequality that does not dominate, nor is dominated by the previous family of valid inequalities. Let \( S \subset V^+ \) be a customer subset of size \( |S| \geq 3 \). Let us define \( \rho(S) = \min\{|S| - 1, r(S)| \}. The following family of \( q \)-capacity cuts is valid for the QCVRP:

\[ y(E^q(S)) \leq |S| - 1 - \rho(S). \] (27)

**Lemma 2** The \( q \)-capacity cuts (27) are valid for the QCVRP.

**Proof.** If \( r(S) = |S| \) then all customers in \( S \) must be visited by different vehicles and thus \( y(E^q(S)) = 0 \). Therefore, let us assume that \( r(S) \leq |S| - 1 \). Because there are at least \( r(S) \) vehicles servicing \( S \), then \( S \) can be partitioned into \( n \geq r(S) \) non-empty sets \( S_i, i = 1, \ldots, n \) such that

\[ |S_i| - y(E^q(S_i)) = \begin{cases} 1 & \text{if } |S_i| = 1 \\ 2 & \text{if } |S_i| \geq 2 \end{cases} \]

and

\[ |S| - y(E^q(S)) = \sum_{1 \leq i \leq n} |S_i| - y(E^q(S_i)). \]

Let us define \( l_1 = |\{ i : 1 \leq i \leq n, |S_i| = 1 \}|, l_2 = |\{ i : 1 \leq i \leq n, |S_i| \geq 2 \}|. Thus, the following identity holds:

\[ |S| - y(E^q(S)) - 1 - r(S) = l_1 + 2l_2 - 1 - r(S). \]

If \( l_2 = 0 \), then \( l_1 = |S| \) and one has \( l_1 + 2l_2 - r(S) - 1 = |S| - r(S) - 1 \geq 0 \). If \( l_2 \geq 1 \) then \( l_1 + 2l_2 - r(S) - 1 = (n - r(S)) + (l_2 - 1) \geq 0 \). \( \square \)

As for the lifted capacity cuts (25)–(26), one can derive a similar lifting to strengthen the left-hand side of the inequality. More precisely, let \( S' \subset S \) be such that \( \rho(S) = \rho(S \setminus S') \). The following lifted \( q \)-capacity cut is valid for the QCVRP:

\[ y(E^q(S)) + w(S') + 2z(E(S')) + z(S' : V^+ \setminus S) + y(V \setminus S : S' : V \setminus S) \leq |S| - 1 - \rho(S). \] (28)

**Proposition 8** The lifted \( q \)-capacity cuts (28) are valid for the QCVRP.

**Proof.** Let \( S'' \subseteq S' \) be the subset of customers of \( S' \) being served by single-customer routes, two-customer routes or by multiple-customer routes using a \( q \)-edge in \( (V \setminus S : S' : V \setminus S) \). Let us define \( \gamma(S, S') = w(S') + 2z(E(S')) + z(S' : V^+ \setminus S) + y(V \setminus S : S' : V \setminus S) \). One has that

\[ \gamma(S, S') = |S''|. \]
Also, because of the definition of \( S'' \), one also has that
\[
y(E^q(S \setminus S'')) = y(E^q(S)).
\]

Using these two identities in addition to the q-capacity cut (27), one can realize that the following identity and inequality also hold:
\[
y(E^q(S)) + \gamma(S, S') = y(E^q(S \setminus S'')) + |S''| \leq |S \setminus S''| - 1 - \rho(S \setminus S '').
\]
Because \( \rho(S \setminus S') \leq \rho(S \setminus S'') \leq \rho(S) \) the result follows. \( \square \)

### 4.6 Comb inequalities

The following comb inequalities for the QCVRP are a lifting of the ones proposed by [34] and later generalized by [38]. Unlike the comb inequalities of the STSP [13, 32], the ones for the CVRP take into account the vehicle capacities to derive a stronger cut. Our generalization of the strengthened comb inequalities of [38] makes use of the lifted capacity cuts (25) to derive even stronger cuts. Let \( H \subset V^+ \) be customer set (namely the handle) and sets \( T = \{ T_j \subset V : j = 1, \ldots, t \} \) (namely the teeth) satisfying:

- \( T_j \cap H \neq \emptyset \) for all \( j = 1, \ldots, t \).
- \( T_j \setminus H \neq \emptyset \) for all \( j = 1, \ldots, t \).
- For each \( \{ i, j \} \subset \{ 1, \ldots, t \} : T_i \cap T_j \subset H \) or \( T_i \cap T_j \cap H = \emptyset \).

For every tooth \( T \in \mathcal{T} \) with \( 0 \notin T \) we define \( \sigma(H, T) = y(T \setminus H : V \setminus T : T \setminus H) + y(T \setminus H : V \setminus T : T \cap H) \) and \( \pi(H, T) \) as:
\[
\pi(H, T) \overset{\text{def}}{=} \begin{cases} 
\xi(\delta(T)) - 2\sigma(H, T) & \text{if } 0 \notin T \\
\xi(\delta(T)) & \text{if } 0 \in T
\end{cases}
\tag{29}
\]

We also define, for every set \( U \subseteq V \), \( \bar{r}(U) = r(U) \) if \( 0 \notin U \) and \( \bar{r}(U) = r(V \setminus U) \) otherwise. Finally, we define the quantity \( R(H, T) = \sum_{j=1}^{t} \bar{r}(T_j) + \bar{r}(T_j \setminus H) + \bar{r}(T_j \cap H) \). If \( R(H, T) \) is odd, the following comb inequality is valid for the QCVRP:
\[
\xi(\delta(H)) + \sum_{j=1}^{t} \pi(H, T_j) \geq R(H, T) + 1. 
\tag{30}
\]

**Proposition 9** The comb inequalities (30) are valid for the QCVRP.

**Proof.** The validity proof for the comb inequalities (30) consists in showing that their left-hand sides can be bounded from below by
\[
\frac{1}{2} \sum_{T \in \mathcal{T}} \left[ \xi(\delta(T)) + \xi(\delta(T \setminus H)) + \xi(\delta(T \cap H)) \right] - \sum_{T \in \mathcal{T}, 0 \notin T} \left[ y(\delta^{oi+}(T)) + y(\delta^{oi+}(T \setminus H)) + y(\delta^{oi+}(T \cap H)) \right].
\]

If the above is true, the result follows from using the capacity constraint for the teeth \( T \in \mathcal{T}, 0 \notin T \), and by noticing that \( \xi(\delta(T)) = \xi(\delta(V \setminus T)) \) if \( 0 \in T \) to then use the capacity constraints on the sets \( V \setminus T, V \setminus (T \setminus H) \) and \( T \cap H \). The right-hand side of (30) follows from the observation that the left-hand side of the inequality is even while \( R(H, T) \) is odd.
From the proof of the original comb cuts made for the CVRP [34, 38], the following identity holds:

$$2\xi(\delta(H)) + 2 \sum_{j=1}^{t} \xi(\delta(T_j)) \geq \sum_{j=1}^{t} (\xi(\delta(T_j)) + \xi(\delta(T_j \setminus H)) + \xi(\delta(T_j \cap H))).$$

Therefore, we must prove that the following is true:

$$2 \sum_{T \in T, 0 \notin T} \sigma(H,T) \leq \sum_{T \in T, 0 \notin T} \left[ y(\delta^{\text{ori+}}(T)) + y(\delta^{\text{ori+}}(T \setminus H)) + y(\delta^{\text{ori+}}(T \cap H)) \right].$$

Indeed, let us develop the terms appearing in the right-hand side of this inequality, for every $T \in T, 0 \notin T$:

1. $y(\delta^{\text{ori+}}(T)) = y(T \setminus H : H \setminus T : T \setminus H) + y(T \setminus H : V \setminus (H \cup T) : T \setminus H) + y(T \cap H : H \setminus T : T \cap H) + y(T \setminus H : V \setminus (H \cup T) : T \cap H) + y(T \setminus H : V \setminus H : T \setminus H)$.
2. $y(\delta^{\text{ori+}}(T \setminus H)) = y(T \setminus H : H \setminus T : T \setminus H) + y(T \setminus H : T \cap H : T \setminus H) + y(T \setminus H : V \setminus (H \cup T) : T \setminus H)$.
3. $y(\delta^{\text{ori+}}(T \cap H)) = y(T \cap H : H \setminus T : T \cap H) + y(T \cap H : V \setminus H : T \cap H) + y(T \cap H : V \setminus H : T \setminus H)$.

Therefore, for each set $T \in T, 0 \notin T$, one has:

$$y(\delta^{\text{ori+}}(T)) + y(\delta^{\text{ori+}}(T \setminus H)) + y(\delta^{\text{ori+}}(T \cap H))$$

$$= 2\sigma(H,T) + y(T \cap H : T \setminus H : T \setminus H)$$

$$+ y(T \setminus H : T \cap H : T \setminus H) + y(T \setminus H : V \setminus H : T \setminus H)$$

$$\geq 2\sigma(H,T).$$

By adding all these terms we obtain the desired result.

\[\square\]

**Remark 2** The comb inequalities (30) dominate the strengthened comb inequalities of [38] because of the terms $\sigma(H,T)$ with negative coefficients in the left-hand side of the constraint.

### 4.7 Framed capacity inequalities

The framed capacity inequalities were originally introduced by [4] for the CVRP. Their validity and strength are based upon the following observation. A capacity cut for a set $S$ may be satisfied for a certain fractional solution, but if we are able to extract from that solution some clustering information about the subsets of customers that are visited in sequence, the capacity cut may be strengthened because the specific clustering or ordering may impose the desired result of a larger number of vehicles than $r(S)$.

Let $T \subseteq V^+$ be a customer subset, and let $S = (S_j)_{j=1}^{t}$ be a partition of $T$, i.e. such that $\bigcup_{j=1}^{t} S_j = T$, $S_i \cap S_j = \emptyset$ for every $1 \leq i < j \leq t$. Let $BPP(T|S)$ represent the solution of the following bin-packing problem. For every $i = 1, \ldots, t$ consider $n_i = \lceil d(S_i)/Q \rceil$ items, each of which has size $Q$ except for the last item that will have size $d(S_i) - (n_i - 1)Q$, and let the bins have capacity $Q$. The following framed capacity inequality is valid for the QCVRP:

$$\xi(\delta(T)) - 2y(\delta^{\text{ori+}}(T)) + \sum_{j=1}^{t} \left[ \xi(\delta(S_j)) - 2y(\delta^{\text{ori+}}(S_j)) \right] \geq 2 \left( BPP(T|S) + \sum_{j=1}^{t} r(S_j) \right).$$

(31)

The validity proof of these cuts makes use of the following lemma:

**Lemma 3 ([4])** Let $T \subseteq V^+$ and $S = (S_j)_{j=1}^{t}$ be a partition of $T$. If $\lceil d(S_1 \cup S_2)/Q \rceil = \lceil d(S_1)/Q \rceil + \lceil d(S_2)/Q \rceil$ then $BPP(T|S_1, S_2, \ldots, S_t) \geq BPP(T|S_1 \cup S_2, S_3, \ldots, S_t)$. Otherwise $BPP(T|S_1, S_2, \ldots, S_t) + 1 \geq BPP(T|S_1 \cup S_2, S_3, \ldots, S_t)$.

**Proof.** See [4].

\[\square\]
Proposition 10 The framed capacity inequalities (31) are valid for the QCVRP.

Proof. Let us suppose first that the sets $S_j$ satisfy $d(S_j) \leq Q$. Let us consider the bin-packing problem defined above, with objects of sizes $d(S_j)$ for every $j = 1, \ldots, t$ and bin size equal to $Q$. Let us denote the set of objects by $K$. In this context, We denote by cut of object $k$ in $K$ the following operation: remove $k$ (of size $d(k)$) from $K$ and replace it by two smaller objects whose total size is equal to $d(k)$. It is known that after a cut operation, the solution of the BPP is reduced by at most one unit, so after $q$ cut operations the solution of the BPP is reduced by at most $q$ units. In our case, the quantity $\eta = \frac{1}{2} \sum_{j=1}^{t} (\xi(S_j)) - 2y(\delta^{\text{oi}+}(S_j)) - 2$ represents the number of cuts that are applied to the set $T$, and thus $BPP(T|S) - \eta$ is a lower bound on the number of vehicles needed to serve the demand of $T$.

Now, in the general case in which the demands of the sets in $S$ exceed $Q$, let $(\xi, \eta, w, z)$ be a feasible solution of (1)–(14). For every subset $S_j$, $(\xi, \eta, w, z)$ defines a partition $S_j^k, k = 1, \ldots, n_j$ of subsets of $S_j$ such that i) $\xi(S_j^k) - 2y(\delta^{\text{oi}+}(S_j^k)) = 2$ and ii) $n_j = \frac{1}{2} \xi(S_j) - 2y(\delta^{\text{oi}+}(S_j))$. Because $d(S_j^k) \leq Q$ for every $j = 1, \ldots, t$ and $k = 1, \ldots, n_j$ we can apply the previous result and then it holds that $\xi(S_j) - 2y(\delta^{\text{oi}+}(S_j)) \geq 2BPP(T|(S_1^k)_{k=1}^{n_1}, (S_2^k)_{k=1}^{n_2}, \ldots, (S_t^k)_{k=1}^{n_t})$. For every $j = 1, \ldots, t$ we apply $n_j$ successive contractions of the subsets $S_j^k$ and compute $\alpha(j, l)$ equal to the number of times that $BPP(T|(S_1^k)_{k=1}^{n_1}, (S_2^k)_{k=1}^{n_2}, \ldots, (S_t^k)_{k=1}^{n_t})$ decreases by one unit after a contraction. By applying the lemma, we have that $\alpha(j, l) = [d(S_j^l)/Q] + [d(S_j^l)/Q] - [d(S_j^l)/Q] = 2 - [d(S_j^l)/Q]$ and, more generally, $\alpha(j, l) = 1 + 1 - [d(\bigcup_{k=1}^{l} S_j^k)/Q]$. At the end of all of these successive contractions we will have that $\xi(T) - 2y(\delta^{\text{oi}+}(T)) \geq 2BPP(S|S) - \sum_{j=1}^{t}(n_j - [d(S_j)/Q])$.

Remark 3 The framed capacity inequalities (31) dominate the original ones from the CVRP due to the tighter left-hand side.

4.8 Generalized large multistar inequalities

The generalized large multistar inequalities were introduced by several authors for the CVRP [23, 31]. A lifting of the cuts was proposed in [16] by noticing that when the $w$ variables are used, the associated customers can be omitted from the cut to derive a stronger inequality. We propose a similar lifting valid for the QCVRP, that now takes into account also the $z$ variables and the fact that the $q$-edges $\delta^{\text{oi}+}(S)$ can be omitted from the cut. Let us denote the demand of the depot by $d_0$ and let it be equal to 0. Let $S \subset V^+$ be a customer subset. The following generalized large multistar inequality is valid for the QCVRP:

$$x(\delta(S)) - 2y(\delta^{\text{oi}+}(S)) + \frac{2}{Q} \sum_{j \in S} d_j w_j + \sum_{\{i,j\} \in E(S)} (d_i + d_j) z_{ij} + \sum_{i \in S, j \in V^+ \setminus S} d_i z_{ij} \geq \frac{2}{Q} (d(S) + \sum_{\{i,k,j\} \in \delta^{\text{oi}+}(S)} d_j y_{ijk} + \sum_{i \in S, \{i,k,j\} \in \delta^{\text{oi}+}(S)} (d_j + d_k) y_{ijk} + (32))$$

Proposition 11 The generalized large multistar inequalities (32) are valid for the QCVRP.

Proof. Without loss of generality we may assume that

$$g(S) \overset{\text{def}}{=} \sum_{j \in S} d_j w_j + \sum_{\{i,j\} \in E(S)} (d_i + d_j) z_{ij} + \sum_{i \in S, j \in V^+ \setminus S} d_i z_{ij}.$$

is equal to zero. Indeed, if $g(S) > 0$ we can identify a set $S' \subseteq S$ such that $g(S) = \sum_{i \in S'} d_i$. We can subtract $g(S)$ from $d(S)$ in the right-hand side of the constraint and prove the inequality for $S \setminus S'$. Now, the expression

$$f(S) \overset{\text{def}}{=} d(S) + \sum_{\{i,k,j\} \in \delta^{\text{oi}+}(S)} d_j y_{ijk} + \sum_{i \in S, \{i,k,j\} \in \delta^{\text{oi}+}(S)} (d_j + d_k) y_{ijk},$$

can be written as

$$f(S) \geq d(S) + \sum_{\{i,j\} \in E(S)} (d_i + d_j) z_{ij} + \sum_{i \in S, j \in V^+ \setminus S} d_i z_{ij}.$$
corresponds to the demands associated to customers being visited by the same vehicles that visit $S$, and thus $f(S)/Q$ is a lower bound on the number of vehicles needed to visit $S$. The result follows from the same reasoning applied to the lifted capacity constraints (25) to discard from the left-hand side the term $2y(\delta^{\text{intro}}(S))$.

The following proposition states that constraints (32) dominate the classical generalized large multistar inequalities from the CVRP:

$$\xi(\delta(S)) \geq 2 \left( d(S) + \sum_{i \in S, j \in V^+ \setminus S} d_j \xi_{ij} \right).$$

**Proposition 12** The generalized large multistar inequalities (32) dominate constraints (33).

**Proof.** Let us define the following quantity:

$$\alpha(S) \overset{\text{def}}{=} \sum_{j \in S} (Q - d_j)w_j + \sum_{\{i,j\} \in E(S)} (Q - d_i - d_j)z_{ij} + \sum_{i \in S, j \in V^+ \setminus S} (Q - d_i)z_{ij}.$$

Let us consider constraint (32) and let us add $\frac{2}{Q} \alpha(S) + 2y(\delta^{\text{intro}}(S))$ to both sides of the inequality. The new left-hand side will become $\xi(\delta(S))$. The new right-hand side will become:

$$\frac{2}{Q} \left( d(S) + \alpha(S) + \sum_{\{i,k,j\} \in \delta^{\text{intro}}(S)} (d_j + Q)y_{ijk} + \sum_{i \in S, \{i,k,j\} \in \delta^{\text{intro}}(S)} (d_j + d_k)y_{ijk} \right).$$

(34)

We can use the fact that $d_j + Q \geq 2d_j$ and that $d_j + d_k \geq d_j$ for every $j, k \in V^+$ to derive the following inequality:

$$\sum_{\{i,k,j\} \in \delta^{\text{intro}}(S)} (d_j + Q)y_{ijk} + \sum_{i \in S, \{i,k,j\} \in \delta^{\text{intro}}(S)} (d_j + d_k)y_{ijk} \geq \sum_{i \in S, j \in V^+ \setminus S} d_j x_{ij}. $$

In addition, we can use the fact that $Q - d_j \geq 0$ for every $j \in S$, $Q - d_i - d_j \geq 0$ for every $\{i, j\} \in E(S)$ such that $z_{ij} > 0$ and that $Q - d_i \geq d_j$ for every $i \in S, j \in V^+ \setminus S$ such that $z_{ij} > 0$ to derive the following inequality involving $\alpha(S)$:

$$\alpha(S) \geq \sum_{i \in S, j \in V^+ \setminus S} d_j z_{ij}. $$

If we use these two inequalities we can bound the expression (34) from below by

$$\frac{2}{Q} \left( d(S) + \sum_{i \in S, j \in V^+ \setminus S} d_j \xi_{ij} \right).$$

\(\square\)

### 4.9 Generalized hypotour inequalities

The hypotour inequalities were introduced by [4] for the CVRP. If one can detect a set of edges $F$ such that any feasible solution of the CVRP uses at least one edge in $F$, then the inequality $\xi(F) \geq 1$ is valid for the CVRP. In [10], the authors considered several variations of hypotour inequalities, including the so-called 2-edges extended hypotour inequalities. These inequalities were also considered by [38] who introduced a polynomial-time heuristic for their separation based on the solution of the Hungarian algorithm for the assignment problem. We consider two families of hypotour inequalities for the QCVRP, one of which includes
the 2-edges extended hypotour inequalities as a particular case, and whose separation can also be done in polynomial time for fixed values of \( r(S) \) (the separation will be given in detail in Section 5).

Let \( S \subseteq V^+ \) be a subset of customers and let us denote \( k = r(S) \). Let \( H = \{ e_l : 1 \leq l \leq 2k \} \subseteq \delta^{iio}+(S) \) be a subset of 2\( k \) different \( q \)-edges, with \( e_l = \{ (i_l, k_l), j_l \} \) and \( j_l, k_l \in V^+ \setminus S \) for every \( l \). We denote \( W \defeq S \cup \{ j_l, k_l \} \). We also define \( F \defeq E(V \setminus W) \cup (V \setminus W : \{ k_l : 1 \leq l \leq 2k \}) \) and let \( F_0 \subset F \) be a subset of edges. Let \( \hat{G} = (\hat{V}, \hat{E}) \) be the following auxiliary graph. The vertex set \( \hat{V} \) is defined as \( \hat{V} = (V \setminus W) \cup \{ k_l : 1 \leq l \leq 2k \} \cup \{ 0' \} \) (with \( 0' \) being a dummy node), and the edge set \( \hat{E} \) is defined as \( \hat{E} = (F \setminus F_0) \cup \{ \{ k_l, 0' \} : 1 \leq l \leq 2k \} \). With each edge \( e = \{ i, j \} \in \hat{E} \) we associate a weight \( \omega_e = d_i + d_j \) (with the convention that \( d_0 = d_{0'} = 0 \)). If we denote by \( \{ P_l : 1 \leq l \leq 2k \} \) the \( 2k \) shortest customer-disjoint \( 00' \)-paths in \( \hat{G} \) and by \( \{ \omega(P_l) : 1 \leq l \leq 2k \} \) their lengths, then if \( \sum_{1 \leq l \leq 2k} \omega(P_l) > 2(kQ - d(S) - \sum_{1 \leq l \leq 2k} d_{ji}) \), the following generalized 2\( k \)-q-edges hypotour inequality is valid for the QCVRP:

\[
\left( \frac{2k - 1}{k} \right) [\xi(\delta(S)) - 2g(\delta^{iio}+(S))] + 2x(F_0) \geq 2y(H). \tag{35}
\]

Proposition 13 The generalized 2\( k \)-q-edges hypotour inequalities (35) are valid for the QCVRP.

Proof. If \( y(H) \leq 2k - 1 \) then the inequality is automatically satisfied from the fact that \( \xi(\delta(S)) - 2g(\delta^{iio}+(S)) \geq 2k \). If \( \xi(\delta(S)) - 2g(\delta^{iio}+(S)) \geq 2k + 1 \) the inequality is also automatically satisfied. The only interesting case is then whenever \( \xi(\delta(S)) - 2g(\delta^{iio}+(S)) = 2k \) and \( y(H) = 2k \). In that case, there are exactly \( k \) vehicles crossing \( S \), each of which uses two \( q \)-edges in \( H \) to connect \( S \) to the depot. If the tours are not allowed to use the edges in \( F_0 \) and their minimum accumulated demands exceed \( kQ \), then at least one edge in \( F_0 \) must be used.

If \( r(S) = 1 \), the generalized 2\( k \)-q-edges hypotour inequalities (35) do not dominate nor contain as a particular case the classic 2-edges extended hypotour inequalities. Indeed, even if the left-hand side of inequalities (35) does not involve \( q \)-edges in \( \delta^{iio}+(S) \), their right-hand side may be weaker than that of the 2-edges extended hypotour inequalities. However, we can identify another family of cuts that generalizes and dominates the 2-edges extended hypotour inequalities [10, 38].

Let \( S \subseteq V^+ \) be a subset of customers and let \( k = r(S) \). Let \( H \defeq \{ e_l = \{ u_l, v_l \} : u_l \in S, v_l \in V^+ \setminus S, 1 \leq l \leq 2k \} \subseteq \delta^{+}(S) \) be a subset of edges in the boundary of \( S \) of size \( |H| = 2k \). Let \( W \defeq S \cup \{ v_l \} \) and \( F \defeq E(V \setminus W) \cup (V \setminus W : \{ v_l : 1 \leq l \leq 2k \}) \). Also, let \( F_0 \subset F \) be a subset of \( S \). Let \( \hat{G} = (\hat{V}, \hat{E}) \) be the following graph. The vertex set \( \hat{V} \) is defined as \( \hat{V} = (V \setminus W) \cup \{ v_l : 1 \leq l \leq 2k \} \cup \{ 0' \} \), with \( 0' \) being a dummy node. We let \( \hat{E} = (F \setminus F_0) \cup \{ \{ v_l, 0' \} : 1 \leq l \leq 2k \} \). With every edge \( e = \{ u, v \} \in \hat{E} \) we associate a weight \( \omega_e = d_u + d_v \) (we assume that \( d_0 = d_{0'} = 0 \)). If the \( 2k \) shortest customer-disjoint \( 00' \)-paths \( \{ P_l : 1 \leq l \leq 2k \} \) are such that \( \sum_{1 \leq l \leq 2k} \omega(P_l) > 2(kQ - d(S)) \), the following generalized 2\( k \)-edges hypotour inequality is valid for the QCVRP:

\[
\left( \frac{2k - 1}{k} \right) \xi(\delta(S)) + 2x(F_0) \geq 2\xi(H). \tag{36}
\]

Proposition 14 The generalized 2\( k \)-edges hypotour inequalities (36) are valid for the QCVRP.

Proof. It uses the exact same arguments as the validity proof of the generalized hypotour inequalities (35). For the sake of brevity we prefer to omit the details.

Remark 4 If \( r(S) = 1 \), the associated generalized 2\( k \)-edges hypotour inequalities (36) dominate the classic 2-edges extended hypotour inequalities [10, 38] of the CVRP because of the term \( 2x(F_0) \) in the left-hand side of the inequality that does not consider single-customer and two-customer routes. Also, if we replace \( x(F_0) \) by \( \xi(F_0) \) in (36) we obtain a new class of hypotour inequality valid for the classical two-index formulation of the CVRP that extend the classical 2-edges hypotour inequalities used, for instance, in [38].
4.10 Blossom inequalities

The blossom inequalities were introduced by [21] in the context of the 2-matching polytope. Because the 2-matching polytope is as a relaxation of the STSP polytope, they are also valid for the STSP [41]. Surprisingly, they had not been used for routing-like problems until a recent branch-and-cut algorithm for the CLRP [9]. In this article, we introduce the following blossom inequalities. Let \( S \subseteq V \) be a node subset, and let \( F \subseteq \delta(S) \) be an edge subset of the boundary of \( S \). If \(|F|\) is odd, the following inequality is valid for the QCVRP:

\[
x(\delta(S) \setminus F) - x(F) + |F| \geq 1.
\]  

(37)

Proposition 15 The blossom inequalities (37) are valid for the QCVRP.

Proof. If \( x(F) < |F| \) the inequality is automatically satisfied. If \( x(F) = |F| \) then at least one edge \( e \in \delta(S) \setminus F \) must be such that \( x_e = 1 \) so as to recover the parity of \( x(\delta(S)) \).

\[\square\]

5. Separation algorithms

Let QCVRP\(_L\) be the linear relaxation of (1)–(14). This is, the linear program resulting from replacing the binary conditions (10)–(14) by the corresponding linear conditions. Given a solution \((\xi, x, y, w, z)\) of QCVRP\(_L\), a separation algorithm for a family of inequalities \(\mathcal{F}\) is a method receiving \((\xi, x, y, w, z)\) as input and returning an inequality valid for \(\mathcal{F}\) violated by \((\xi, x, y, w, z)\), if one exists. Note that a separation algorithm may fail in finding a violated valid inequality, in which case we refer to it as heuristic. Otherwise, it is said exact.

In this section we present separation algorithms, exact and heuristics, for all the classes of valid inequalities introduced in this paper.

First, let us note that the triangle inequalities (15) and the conflicting edges inequalities (20), (22)–(23), can be separated in polynomial time by exhaustive enumeration. This separation is exact.

The small routes inequalities (16)–(18) are not separated dynamically but rather included from the beginning of the algorithm. Given a solution \((\xi, x, y, w, z)\) of QCVRP\(_L\), a separation algorithm for a family of inequalities \(\mathcal{F}\) is a method receiving \((\xi, x, y, w, z)\) as input and returning an inequality valid for \(\mathcal{F}\) violated by \((\xi, x, y, w, z)\), if one exists. Note that a separation algorithm may fail in finding a violated valid inequality, in which case we refer to it as heuristic. Otherwise, it is said exact.

In this section we present separation algorithms, exact and heuristics, for all the classes of valid inequalities introduced in this paper.

In the section we present separation algorithms, exact and heuristics, for all the classes of valid inequalities introduced in this paper.

First, let us note that the triangle inequalities (15) and the conflicting edges inequalities (20), (22)–(23), can be separated in polynomial time by exhaustive enumeration. This separation is exact.

The small routes inequalities (16)–(18) are not separated dynamically but rather included from the beginning of the algorithm. In particular, we do not add them for every possible subset \( S \subseteq V^+ \), but rather consider the sets \( V_{Q/2} = \{ i \in V^+ : d_i \leq Q/2 \} \) and \( V_{Q/4} = \{ i \in V^+ : d_i \leq Q/4 \} \). We check if \( V_{Q/2} \) satisfies the triangle property, in which case we add the corresponding inequality (16). Then, we check if the pentagon property holds for the set \( V_{Q/4} \), in which case we add the corresponding inequality (17). Finally, if the triangle and pentagon properties hold for \( V_{Q/4} \), we additionally check the square property before adding the corresponding inequality (18).

The separation of the odd-set inequalities (19) is done using an iterative, constructive algorithm. For any set \( S \), let us define

\[
\beta(S) := \pi(E(S)) - y(E^q(S)) - \lfloor |S|/2 \rfloor.
\]

Our algorithm starts by selecting an initial set of customers \( S \) satisfying

\[
S = \arg \max \{ \beta(T) : T \subseteq V^+, |T| = 3 \}.
\]

(38)

At each iteration, we first check if set \( S \) defines a violated odd-set inequality. If not, and if \(|S| \leq |V^+| - 2\) we enlarge set \( S \) by adding the two nodes \( u, v \in V^+ \setminus S \) that satisfy

\[
\{u, v\} = \arg \max \{ \beta(S \cup \{u, v\}) : u, v \in V^+ \setminus S, u < v \}.
\]


To compute $\beta(S \cup \{u, v\})$ efficiently, we make use of the following identity:

$$\beta(S \cup \{u, v\}) = \beta(S) - 1 + \tau_{uv} + \sum_{i \in S} (\tau_{iu} + \tau_{iv}) - \sum_{i \in S} (\gamma_{iuv} + \gamma_{uvi} + \gamma_{vhi}) - \sum_{i \in S} \sum_{j \in S, j > i} (\gamma_{iju} + \gamma_{jui} + \gamma_{uij} + \gamma_{jiu} + \gamma_{uij}).$$

If a violated odd-set inequality is found using this procedure, we try to obtain an additional violated cut, as follows. In the next iteration, we consider as initial set $S$ the one that solves (38) but such that at least one of the three customers does not belong to any of the recently violated inequalities found. This is done in an iterative manner until no more violated odd-set inequalities can be detected.

To separate the conflicting edges inequalities (21) we formulate the separation problem, for each $i, j \in V^+$, $i \neq j$, as the following minimum-cut problem that is solvable in polynomial time.

Let $\hat{G} = (\hat{V}, \hat{A})$ be an auxiliary digraph, constructed as follows. The node set is composed by two auxiliary nodes $s, t$ and the union of two sets, namely $\hat{V} = \{s, t\} \cup \hat{V}_1 \cup \hat{V}_2$, with $\hat{V}_1 = V^+ \setminus \{i, j\}$ and $\hat{V}_2 = \{m = \{k, l\} : k, l \in V^+ \setminus \{i, j\}, k < l\}$. The arc set $\hat{A}$ is constructed as follows. For each $u \in \hat{V}_1$ we will consider an arc $(u, t)$ with capacity $\gamma_{iu}$. For every $m = \{k, l\} \in \hat{V}_2$ we will consider an arc $(s, m)$ with capacity $\gamma_{kll}$. Finally, for every $m = \{k, l\}$ we will consider two arcs $(m, k)$ and $(m, l)$ with capacities $+\infty$. By the construction of $\hat{G}$, a violated inequality (21) exists if and only if for some $i, j \in V^+$, $i \neq j$, the corresponding maximum-flow in the auxiliary graph has a capacity strictly greater than $1 - \tau_{ij} - \gamma_{ji} - \gamma_{ii}$. This construction was proposed by [22] but unlike their implementation that uses the total unimodularity of the constraint matrix to solve it as a linear program, we make use of a specialized algorithm for the maximum-flow problem [28].

Now, let us present the heuristic separation algorithm designed for finding the lifted capacity cuts (26). We first use a modified version of the implementation of [38] for the separation of capacity cuts (4). The modification makes use of a parameter $\epsilon > 0$ to find customer subsets $S$ that either violate a capacity cut (4) or, if not, the difference between its right-hand side and left-hand side is of at most $\epsilon$. For every set $S$ found, we consider the lifted capacity cut (25) produced by removing all $q$-edges leaving and re-entering set $S$. Let us define $\kappa = d(S) + Q - 1$ (mod $Q$). If $\kappa = 0$, we make $S' = \emptyset$ and check if $S$ violates inequality (25), in which case we add this cut to (1)–(14). Otherwise (i.e., if $\kappa > 0$), we solve the following 0-1 Quadratic Knapsack Problem (0-1 QKP) to find the set $S'$:

$$\max \sum_{i \in S} (\pi_i + \tau(i : V^+ \setminus S)) \mu_i + \sum_{i \in S} \sum_{j \in S \setminus \{i\}} \tau_{ij} \mu_i \mu_j$$

subject to

$$\sum_{i \in S} d_i \mu_i \leq \kappa$$

$$\mu_i \in \{0, 1\}, \quad i \in S.$$  

If we denote the optimal solution of (39)–(41) by $\{\overline{\pi}_i : i \in S\}$, we make $S' = \{i \in S : \overline{\pi}_i = 1\}$, which corresponds to the set $S'$ that induces the greatest violation of (26) for the given candidate set $S$. Unfortunately, solving this 0-1 QKP is NP-hard in the strong sense [12]. However, any feasible solution of (40)–(41) can be used to construct a valid inequality (26). We make use of a dynamic programming heuristic proposed by [24] to find a good solution of problem (39)–(41). The heuristic uses a similar recursion to that of the classical 0-1 (Linear) Knapsack Problem (0-1 KP) but with the observation that the Bellman optimality principle does not hold anymore. The method thus yields lower bounds for the 0-1 QKP. The authors report, however, that their heuristic finds the optimal solutions in a 100% of the problems tested when combined with a simple local search heuristic due to [27].

The separation problem for the $q$-capacity cuts (27) and their lifted version (28) is done in an analogous fashion as for inequalities (25)–(26). For the same candidate sets $S$, we first check whether $r(S) \leq |S| - 1$ or
not. If \( r(s) = |S| \) we then simply check for the violation of the \( q \)-capacity cut (27) in which case we add it to problem (1)–(14). If \( r(S) \leq |S| - 1 \), we first detect a subset \( T \subset S \) such that \( r(T) \leq |T| - 1 \). Ideally, the set \( T \) should be as small as possible. We then solve the following 0-1 QKP involving customers in \( W = S \setminus T \):

\[
\max \sum_{i \in W} (\bar{w}_i + \bar{z}(i: V^+ \setminus S)) \mu_i + \sum_{i \in W} \sum_{j \in W \setminus \{i\}} z_{ij} \mu_i \mu_j + \sum_{i \in W} \sum_{j \in V \setminus S, j \leq k} y_{ijk}
\]

subject to

\[
\sum_{i \in W} d_i \mu_i \leq \kappa \quad (43)
\]

\[
\mu_i \in \{0, 1\} \quad i \in W. \quad (44)
\]

The set \( S' \) corresponds to the customers \( i \in W \) such that \( \mu_i = 1 \) in the solution of the above problem. Because \( r(T) \leq |T| - 1 \) then the set \( S' \) is guaranteed to satisfy \( r(S \setminus S') = r(S) \). To select a good set \( T \), we first sort the customers in \( S \) in non-decreasing order of \( \{\bar{w}_i + \bar{z}(i: V^+ \setminus \{i\}) + \sum_{j \in V \setminus S, j \leq k} y_{ijk} : i \in S\} \). Then, we set \( T = \emptyset \) and iteratively enlarge it by adding the next customer in the sorted list. We stop when the resulting set \( T \) satisfies the property \( r(T) \leq |T| - 1 \).

The separation of the comb inequalities (30) and framed capacity inequalities (31) is performed by exploiting the separation algorithms proposed by [38] for the CVRP. The algorithms developed by [38] will return the associated strengthened comb inequalities and framed capacity inequalities corresponding to inequalities (30) and (31) in which the coefficients of variables \( y \) are all equal to zero. Each of these cuts is then lifted by considering the appropriate \( y \) variables and tested for violation before being added to problem (1)–(14). Note that we have modified the code of [38] to return cuts that may not be violated by at most \( \epsilon > 0 \) in the hope that they become violated after the liftings.

The separation of the generalized large multistar inequalities (32) is performed in two sequential steps. In the first step, we solve the separation problem for the classic generalized large multistar inequalities for the CVRP (33). The separation problem for these inequalities can be solved in polynomial time using a maximum-flow algorithm [10]. The solution of this maximum-flow problem will return a set \( S \) that maximizes the violation of the inequality (33). If the violation is negative, we perform an additional checking to test if the lifted inequality (32) is violated before adding it to problem (1)–(14).

The separation problem for the generalized 2k-q-edges hypotour inequalities (35) is performed in four sequential steps, as follows. First, we detect candidate sets \( S \) by using a shrinking routine available in the CVRPSEP package [37] to find sets \( S \) such that \( \overline{z}(\delta(S)) \) is close to \( 2k = 2r(S) \). Second, for each candidate set \( S \), we consider all possible sets of \( q \)-edges \( H \subset \delta^{ioo+}(S) \) of cardinality \( 2k \) such that \( 2k\overline{y}(H) > (2k-1)\overline{z}(\delta(S)) - 2\overline{y}(\delta^{ioo}(S)) \). Third, for every candidate set \( S \) and \( q \)-edge set \( H \), we consider the associated set \( F \) and let \( F_0 = \emptyset \). Then we execute the algorithm of [46] to find the 2k customer-disjoint paths \( \{P_l : 1 \leq l \leq 2k\} \) with minimum accumulated length in \( G \). If their lengths \( \{\omega(P_l) : 1 \leq l \leq 2k\} \) are such that \( \sum_{1 \leq l \leq 2k} \omega(P_l) > 2(kQ - d(S) - \sum_{1 \leq l \leq 2k} d_{P_l}) \) then we have detected a violated valid inequality. Finally, and before adding the newly found inequality, we attempt to reduce the size of the set \( F_0 \), as follows. We first impose \( F_0^0 = \emptyset \), and check if the resulting inequality, with \( F_0^0 \) instead of \( F_0 \), is valid. If not, we enlarge \( F_0^0 \) by adding the edges \( e \in F_0^0 \) used in the shortest paths, and re-check the validity of the new cut. This process stops when the resulting inequality is valid. Note that this separation routine is very sensitive to the value of \( k \) as the number of possible sets \( H \) may grow as \( O((|\delta^{ioo+}(S)|)^{2k}) \). Because of that, we restrict our search to sets \( S \) such that \( r(S) = 1, 2, 3 \). Moreover, for the construction of the candidate sets \( H \), we discard a priori most of the \( q \)-edges in \( \delta^{ioo+}(S) \) by keeping only those taking the \( \rho \) largest values of \( \overline{y} \) (we let \( \rho = 15 \) if \( k = 1 \), \( \rho = 10 \) if \( k = 2 \) and \( \rho = 7 \) if \( k = 3 \)).

The separation problem for the generalized 2k-q-edges hypotour inequalities (36) is also performed in four sequential steps in an analogous way to that of inequalities (35). First, we detect candidate sets \( S \) such that \( \overline{z}(\delta(S)) \) is close to \( 2k = 2r(S) \) using the same shrinking routine as before. Second, for each candidate set \( S \), we consider all possible sets of edges \( H \subset \delta^{+}(S) \) of cardinality \( 2k \) such that \( 2k\overline{z}(H) > (2k-1)\overline{z}(\delta(S)) \). Third, for every candidate sets \( S \) and \( H \), we build the associated set \( F \) and consider the set \( F_0 = \{e \in F : \overline{y}_e = 0\} \).
We then execute the algorithm of [46] to find the $2k$ customer-disjoint paths $\{P_l : 1 \leq l \leq 2k\}$ with minimum accumulated length in $\hat{G}$. If their lengths $\{\omega(P_l) : 1 \leq l \leq 2k\}$ are such that $\sum_{1 \leq l \leq 2k} \omega(P_l) > 2(kQ - d(S))$ then we have detected a violated valid cut. In the fourth and last stage of the algorithm, we tighten the set $F_0$ by initially setting $F'_0 = \emptyset$ and by iteratively enlarging it in an analogous manner as done for the inequalities (35). For the same reason as before, we also restrict our search to sets $S$ such that $r(S) = 1, 2, 3$ and use the same values of $\rho$ to restrict the search of candidate sets $H$.

Remark 5 Our separation of the two classes of hypotour inequalities is more general than the one proposed by [38] for the CVRP. In fact, while their algorithm relies on the solution of an assignment problem, it cannot directly handle sets $S$ with values of $r(S)$ strictly greater than 1. Our separation routines, on the other hand, rely on Surballe’s algorithm [46] for finding $2r(S)$ node-disjoint paths in an auxiliary graph, and can thus handle sets $S$ with arbitrary values of $r(S)$. Note also that the separation algorithms for these two classes of valid inequalities run in polynomial-time for fixed values of $r(S)$.

The separation problem for the blossom inequalities (37) is performed using a polynomial-time algorithm developed by [36]. The algorithm starts by constructing the Gomory-Hu tree of minimum cuts in the graph $G = (V, E)$ [29]. With each edge $e \in E$ we associate a capacity $\omega_e = \min\{1 - x_e, x_e\}$. For each possible cut $\delta(W)$ in the cut-tree we find the associated edge set $F \subseteq \delta(W)$ containing, in principle, all edges $e \in \delta(W)$ such that $x_e \geq 0.5$. If $|F|$ is even, then $F$ is either enlarged or reduced by considering the edge $f \in \delta(W)$ that minimizes the quantity $\max\{1 - x_e, x_e\} - \min\{1 - x_e, x_e\}$ to then replace $F$ by $F' = F \triangle \{f\}$ (the operator $\triangle$ denotes the symmetric difference between sets). If the resulting candidate sets $W$ and $F$ (or $F'$) define a violated blossom inequality (37) we add it to problem (1)–(14).

### 6. The branch-and-cut algorithm

In this section we present in detail the exact solver used to solve program (1)–(14), using the branch-and-cut paradigm. Initially, we consider a relaxation of (1)–(14) in which the capacity cuts (4) and the integrality constraints (10)–(12) are relaxed. The solution of this problem yields a lower bound of the QCVRP that can be used as follows: If the associated fractional solution of this problem $\overline{X} = (\overline{z}, \overline{x}, \overline{y}, \overline{w}, \overline{s})$ is integer, then it represents either a feasible solution of the problem, that in the first iteration also corresponds to the optimal solution of (1)–(14), or a solution violating a capacity cut that can be detected by simple inspection by following the edges used in the candidate integer solution. If $\overline{X}$ is not integer, then we have two options: we can either look for valid inequalities that may be violated by $\overline{X}$ and strengthen the problem; or we may decide to partially break the fractionality of the solution by creating two new problems, each of which explores disjoint parts of the feasible space. Each of these subproblems is then solved using the same strategy, in a recursive manner.

There are many possible branch-and-cut algorithms depending on the strategies chosen to add valid inequalities and branch. The algorithm used in this paper is the result of some preliminary experiments, and we provide the details in the next paragraphs.

The separation strategy is as follows. First, we have found beneficial to separate all classes of valid inequalities only at the root node. Further in the branching tree, we only separate capacity cuts (25)–(26) and (28). As for the separation strategy at the root node, we first sort the inequalities in the following order: capacity cuts (25)–(26) and (28); triangle inequalities (15); conflicting edges inequalities (20)–(20); generalized large multistar inequalities (32); odd-set inequalities (19); comb inequalities (30); blossom inequalities (37); framed capacity inequalities (31); hypotour inequalities (35)–(36). We also consider the so-called homogeneous multistar inequalities (HMSI) as presented in [38], which are separated using the routines available in the CVRPSEP package. The HMSI are considered right after the separation of the blossom inequalities. This order is motivated by two main considerations: the strength of the inequalities and the efficiency of the separation algorithms. We have found that this order provides a positive balance between these two criteria. As soon as our separation routines detect a violated capacity cut of any kind, the problem is immediately re-optimized, otherwise all the other separation routines are performed in sequential order. By doing this,
we avoid performing an excessive number of re-optimizations, each of which can be expensive given the cubic number of variables. When we are not able to detect any further violated inequalities, we branch.

The branching strategy is as follows. We first try to branch on cutsets. If we cannot detect any cutset of fractional value, we branch on variables \( x, z \) and \( w \), in that order. To branch on cutsets, we use the following trick already used in successful implementations of branch-and-cut algorithms for the CLRIP \([9, 16]\). At the root node, each lifted capacity cut (25)–(26) is added as an equality constraint by adding a slack variable \( s \) with coefficient of \(-2\) to the left-hand side of the inequality. We allow the solver to branch on these slack variables, and impose a branching priority to branch in these variables first. Preliminary tests have helped us to restrict this trick to sets \( S \) such that \( r(S) \leq 2 \). Indeed, branching on small cutsets has a larger impact on either the bounds or the feasibility of the resulting children nodes. To choose which variable to select among a series of candidate variables of the same family, we use the strong branching rule implemented in CPLEX.

Note that our implementations of the separation procedures are thread-safe, which allows taking advantage of the parallel implementation of the IP solver of CPLEX. During our computational analyses we assess the efficiency of using this feature when compared to a serial implementation of the proposed branch-and-cut solver.

7. A hybrid metaheuristic

In this section we present a hybrid heuristic for the QCVRP based on the iterative execution of a Randomized Clarke and Wright Savings Algorithm (RCWSA, \([14, 6]\)), intensified by using branching-based local search and an IP-based post-optimization method \([44, 17, 43, 45]\). The pseudo-code of Algorithm 1 provides a high-level description of the algorithm that better illustrates how the different components are combined. In the pseudo-code, \( N \) is a parameter that controls the number of iterations that the RCWSA is performed, that after some preliminary experiments we have fixed to \( N = 300 \). Also, \( \nu \) and \( \rho \) are the parameters controlling the execution of the branching-based local search, and will be described later in detail, together with the other components of the heuristic.

Algorithm 1 GRASP+BBLS+IP

```
1: \( S \leftarrow \emptyset \)
2: for all \( i = 1, \ldots, N \) do
3: \( S \leftarrow \text{RCWSA} \)
4: \( S \leftarrow \text{BB-LocalSearch}(S,1,1) \)
5: \( S \leftarrow S \cup \{S\} \)
6: end for
7: \( S^* \leftarrow \text{SolutionBlender}(S) \)
8: \( S^* \leftarrow \text{BB-LocalSearch}(S^*, \rho, \nu) \)
9: Return \( S^* \)
```

We also consider a parallel implementation of proposed heuristic at two levels. First, the for cycle at line 2 of the pseudo-code is decomposed along the available cores, each of which performs a portion (roughly \( N/C \), with \( C \) being the number of available cores) of the iterations of the cycle. Once the for cycle is finished, the solution blender heuristic at line 7 of the pseudo-code is also parallelized by considering the parallel IP solver of CPLEX, which decomposes the branch-and-bound tree along the available cores.

7.1 Randomized Clarke and Wright Savings Algorithm (RCWSA)

The Randomized Clarke and Wright Savings Algorithm is based on the classic Clarke and Wright Savings Algorithm (CWSA, \([14]\)), and uses a parameter \( \kappa \in \mathbb{Z}_+ \) to diversify the search, thus allowing the obtention of solutions that would otherwise be forbidden for the simpler greedy version. Let us denote a route \( R \) as a tuple starting with the depot node, followed by the customer nodes in the sequence in which they are visited, and ending at the depot. In the CWSA, we initially consider a set \( \mathcal{R} = \{ R = (0, i, 0) : i \in V^+ \} \) containing only
single-customer routes. At each iteration, we consider all pairs of routes and evaluate the possible merges between each pair. A merge between two routes $R_1 = (0, u_1^1, u_2^1, \ldots, u_k^1, 0)$ and $R_2 = (0, u_1^2, u_2^2, \ldots, u_k^2, 0)$ corresponds to disconnecting one extremity of each route and connecting the two free nodes, thus resulting in a larger route servicing the customers served by $R_1$ and $R_2$. Note that because of the quadratic costs structure, a feasible merge may result in a route with worse cost than the sum of those of $R_1$ and $R_2$. To obtain only feasible routes, we only consider pairs of routes whose accumulated demand does not exceed the vehicle capacity. In the classic CWSA, all possible merges are inspected and among the merges with positive saving, the best one is performed. In the randomized version, we keep the $\kappa$ best merges and choose one randomly. In this way, we allow sub-optimal merges in the hope that this diversification will allow inspecting other regions of the feasible space. Moreover, among the $\kappa$ best we also include merges that would result in a deterioration of the solution, as this reduces the number of vehicles used. This is needed as the QCVRP instances considered in our study assume that the fleet size is tight with respect to the total customer demands. The algorithm stops when no further merges can be detected. Note if at least one merge with positive saving is available, the random choice of the merge is restricted to the ones resulting in positive savings. After some preliminary tests, we have fixed the value of $\kappa$ to 4.

### 7.2 Branching-based local search

In this section we present what we call branching-based local search, a generalization of classical local paradigm search that uses recursion and non-optimal moves to avoid poor local optima. In classical local search, some greedy procedures based on simple moves are applied to a solution $S$ to inspect a certain neighborhood $\mathcal{N}(S)$, with the hope of finding another solution $S' \in \mathcal{N}(S)$, of lower cost. If no such solution can be found, the method is stopped and the best solution found so far is returned.

Unlike classical local search, branching-based local search may allow moves to solutions of worse quality than the incumbent. As its name suggests, this branching-based local search is based on a partial enumeration, as follows. To fix ideas, let $S^*$ be the incumbent solution, and let $\mathcal{N}(\cdot)$ be the functional that given a solution $S$, returns $\mathcal{N}(S)$ which is a certain neighborhood of $S$. In simple words, the functional $\mathcal{N}(\cdot)$ corresponds to the solutions that can be obtained using some simple moves on solution $S$. For a given solution $S$ (not necessarily the incumbent), we pick the best $\rho$ neighbors $S'$ in $\mathcal{N}(S)$. For each of these solutions, we check if its cost $\text{cost}(S')$ is lower than $\text{cost}(S^*)$, in which case we update $S^*$. If not, we apply the same procedure in a recursive fashion to $S'$, up to a certain depth $\nu$ which is defined a priori.

Several implementation details must be considered. First, to avoid the curse of dimensionality, the depth of the recursion $\nu$ as well as the number of possible branches $\rho$ must be bounded. Second, as soon as an improving solution is detected, the incumbent is updated and the branch pruned. Third, to avoid cycling and the creation of repeated solutions, we globally maintain a tabu list $\mathcal{T}$ containing solutions already generated and inspected. When branching from a solution $S$, we let $C$ be the set of the $\rho$ best possible solutions in $\mathcal{N}(S) \setminus \mathcal{T}$.

In our implementation of the branching-based local search performed at line 8 of Algorithm 1, we consider initial values for the parameters $\rho$ and $\nu$ of 4 and 16, respectively. Each recursive call of the procedure is done using $\rho_k = \max\{1, \lfloor \rho_{k-1}/2 \rfloor \}$ and $\nu_k = \nu_{k-1} - 1$, where $k$ represents the depth of the recursive call. The pseudo-code in Algorithm 2 illustrates the branching-based local search framework proposed for a certain neighborhood structure $\mathcal{N}(\cdot)$. In Figure 1 we illustrate by means of an example, the branching-based local search framework applied on a solution $S_1$, with $\nu = 3$, and $\rho = 4$. The label on an arc $(S_i, S_j)$ reflects the difference $\text{cost}(S_j) - \text{cost}(S_i)$. In other words, a negative label represents an improvement of the solution $S_i$, while a positive label a deterioration. Starting from $S_1$, the four best possible solutions that can be obtained by applying local search are $S_2, S_3, S_4$ and $S_0$, and none of them offers the possibility of improving $S_1$. In a classical local search framework, the procedure would stop and return $S_1$ as the best solution. However, in the proposed framework, it is still possible to improve $S_1$ by considering, in sequence, $S_1, S_4, S_{10}$ and $S_{18}$, which leads to an improvement of 1 unit with respect to the cost of $S_1$.

In this article we consider five local search procedures, four of which are implemented using the branching-based local search framework. We consider swap, 2-opt, crossover, reinsert and split operators, to be detailed.
Algorithm 2 \(BB\text{-LocalSearch}(N, T, S, S^*, \rho, \nu)\)

1: if \(\nu \leq 0\) then
2: \hspace{1em} return
3: end if
4: Build \(C\) containing the \(\rho\) best solutions in \(N(S) \setminus T\).
5: for all \(S' \in C\) do
6: \hspace{1em} \(T \leftarrow T \cup \{S'\}\).
7: \hspace{1em} if \(\text{cost}(S') < \text{cost}(S^*)\) then
8: \hspace{2em} \(S^* \leftarrow S'\).
9: \hspace{2em} return
10: end if
11: \hspace{1em} \(\rho' \leftarrow \max\{1, \lfloor \rho/2 \rfloor\}\).
12: \hspace{1em} \(\nu' \leftarrow \nu - 1\).
13: \hspace{1em} return \(BB\text{-LocalSearch}(N, T, S', S^*, \rho', \nu')\).
14: end if
15: end for

Figure 1: Example of branching-based local search with \(\nu = 3, \rho = 4\)

in the next paragraphs. The split operator is not subject to the branching-based local search because of its higher computational complexity. Also, as the pseudo-code of Algorithm 1 suggests, this branching-based local search is only applied to the solution resulting from the solution blender procedure, while the classical local search procedures corresponding to \(\rho = \nu = 1\) are performed inside of the GRASP.

A SWAP procedure considers pairs of routes in \(S\), namely \(R_1\) and \(R_2\) (they may be the same). For every customer \(u \in R_1, v \in R_2\) we test if the routes resulting from exchanging \(u, v\) have lower total cost than the original routes, in which case the swap between \(u\) and \(v\) is performed. The evaluation of a swap move can be done in \(O(1)\) time, so the complete procedure has a complexity of \(O(|V^+|^2)\).

A 2-OPT procedure considers every route \(R \in S\). For every two different edges \(e_1, e_2\) in \(R\) we evaluate the action of deleting both edges \(e_1\) and \(e_2\) and reconnecting the free endpoints differently. If the resulting route has smaller cost than that of \(R\) the move is performed. Each move can be evaluated in time \(O(1)\), so the complete procedure takes time \(O(|V^+|^2)\).

A CROSSOVER procedure considers two different routes \(R_1\) and \(R_2\) in \(S\), servicing two customers or more each. For each pair of two consecutive customers nodes in each route, namely \(u_i, u_{i+1}\) and \(v_j, v_{j+1}\), we...
consider the routes resulting from: 1) connecting \(u_i\) to \(v_j\) and \(u_{i+1}\) to \(v_{j+1}\), and 2) connecting \(u_i\) to \(v_{j+1}\) and \(u_{i+1}\) to \(v_j\). Each of these two possible actions can be evaluated in \(O(1)\) time, and so the complete procedure runs in time \(O(|V^+|^2)\).

A REINSERT procedure considers a pair of routes \(R_1, R_2\) (that may be the same) and a customer \(v \in R_1\). Customer \(v\) is removed from \(R_1\) and inserted back in \(R_2\), in the best possible position. The evaluation of a reinsert move can be done in \(O(1)\) so the complete procedure runs in time \(O(|V^+|^2)\).

A SPLIT procedure is performed on the complete solution. We start by constructing a giant TSP tour, as follows. We consider one route at a time, in sequence, and reconnect the last customer of the last route already appended to the giant TSP tour with the first or last customer (depending on which one is closer) of the next route to be appended. The giant TSP tour is denoted by \(T = \{u_1, \ldots, u_n, u_{n+1} = u_1\}\), with \(u_1\) being a node arbitrarily chosen to denote the beginning of the giant TSP tour. We consider a digraph \(G = (U, A)\) with \(U = V^+\) and \(A = \{(u_i, u_j) : 1 \leq i < j \leq n+1, \sum_{i \leq t < j} d_t \leq Q\}\). With each arc \(a = (u_i, u_j)\) we denote by \(\overline{c}_a\) the cost of the following route. Consider the subtour characterized by the sequence \((u_i, u_{i+1}, \ldots, u_{j-1}, u_j)\). Each pair of two consecutive nodes in this subtour, namely \((u_i, u_{i+1})\), could be reconnected to the depot to create a new route. We choose the best possible route that can be obtained by this procedure. This is called also the best rotation as the subtour is rotated until obtaining the best possible route. By running a shortest path algorithm from \(u_1\) to \(u_{n+1}\) on the resulting network, one can determine the best possible way of splitting the giant TSP tour on several routes, each of which is determined by the use of an arc in \(a\) in the shortest path, that implicitly considers the possible rotations into account. Note that this procedure implicitly assumes that the first route begins in node \(u_1\), so the best possible split along the giant TSP tour can be found by running \(|V^+|\) shortest path problems, one for every different starting node in the giant TSP tour. This procedure has been adapted from the one proposed by [47] for solving vehicle routing problems with multiple depots and linear costs, which is a generalization of an earlier method proposed by [8]. Our implementation of the split procedure runs in time \(O(|V^+|^3)\). Indeed, for every possible rotation of the giant TSP tour (i.e., for every possible starting node \(u_1\)), the costs \(\overline{c}_a\) on the arcs can be computed in time \(O(|V^+|^2)\) using an iterative algorithm, which is the same complexity as that of running Dijkstra’s algorithm [20].

7.3 Solution blender

The solution blender is a heuristic based on the solution of an integer-linear program, and is similar to some post-optimization procedures found in the literature [44, 17, 43, 45]. Note that, as in the QCVRP only the cost matrix is quadratic, and moreover because the cost of a route is independent from the other routes, the QCVRP can be formulated as a linear set-partitioning problem. Let \(\mathcal{R}\) denote the set of all feasible routes, and for every route \(r \in \mathcal{R}\), we let \(c_r\) be the quadratic routing cost associated. Also, for every route \(r \in \mathcal{R}\) and customer \(i \in V^+\), we let \(a_{ir}\) be a binary constant equal to 1 iff route \(r\) visits customer \(i\). Finally, for every route \(r \in \mathcal{R}\) we let \(\theta_r\) be a binary variable equal to 1 iff route \(r\) is used in the optimal solution. The QCVRP can be formulated as follows:

\[
\min \sum_{r \in \mathcal{R}} c_r \theta_r \tag{45}
\]

subject to

\[
\sum_{r \in \mathcal{R}} a_{ir} \theta_r = 1 \quad i \in V^+ \tag{46}
\]

\[
\sum_{r \in \mathcal{R}} \theta_r = K \tag{47}
\]

\[
\theta_r \in \{0, 1\} \quad r \in \mathcal{R} \tag{48}
\]

Unfortunately, solving this problem explicitly may be prohibitive as the size of the set \(\mathcal{R}\) grows exponentially with \(|V|\). One possible way of tackling this problem is column generation, in which the linear relaxation of this problem is solved for a small subset of \(\mathcal{R}\), dynamically enlarged as one detects routes of negative reduced cost. This approach has two main drawbacks. On the one hand, it can be very time
consuming as the solution of the pricing subproblem for generating feasible routes is strongly \( \mathcal{NP} \)-hard. On the other hand, it strongly relies on the quality of the lower bound, as otherwise the reduced costs have no way of guiding the solver to find the good routes. To overcome these issues, several authors have proposed heuristic ways of solving (45)–(49) by considering a predefined set of columns in advance without performing column generation [see, for instance 44, 17, 43, 45]. In this article we follow the same approach. For a given set of solutions \( S \), we consider every solution \( S \in S \). For each route \( r \in S \) we add the corresponding variable \( \theta_r \) to problem (45)–(49) (repeated routes are added only once), and solve it restricted to this set of routes. This procedure will likely combine routes belonging to different solutions (thus the name of solution blender) to potentially find another solution of strictly better quality.

### 7.4 Implementation issues

Our method, although simple, includes several state-of-the-art sub-routines as the improved split procedure or the solution blender, and a novel branching-based local search framework. Its simplicity, however, also has as consequence some drawbacks, mainly related to the feasibility of the solutions found.

In some cases, the RCWSA may not produce a feasible solution due to the tight vehicle capacities, thus producing solutions that exceed the fleet size from which we cannot detect further feasible merges. In this case, we perform the following procedure. We execute a Bin Packing exact algorithm to produce a number of clusters that does not exceed the fleet size. In this clusterization, only the feasibility aspect is taken into account, thus producing solutions of poor quality in most cases. These clusters are improved in a heuristic fashion by performing swaps of customers from any two different clusters. The swap may include two, three or four customers. Note that although the theoretical complexity of this procedure may be extremely high (\( O(n^4) \)), the tight capacities allow us to discard most swaps, which results in an efficient procedure in practice. To drive the algorithm towards building compact clusters, we define a fitness function for each cluster equal to the sum of the q-edges of every three different nodes in the cluster. The swap operator uses this fitness function to exchange customers only if this exchange produces a solution of better total fitness.

Another source of conflict to finding feasible solutions in terms of the number of vehicles is the fact that the triangle property does not always hold for the q-edges linked to the depot. As a consequence, the split procedure may tend to increase the number of vehicles even if less vehicles are required to split the giant TSP tour. To overcome this issue, we simply consider an additional – large – fixed cost that we addition to every arc \( a \in A \) in the split network, thus driving the algorithm towards minimizing the number of vehicles needed to split the giant TSP tour. Among all such possible splits, the one that minimizes the routing costs will always be found by the algorithm. Even if the split procedure induces a deterioration of the objective function, it is still performed provided that it reduces the number of vehicles used.

### 8. Computational experience

In this section we present computational experiments to assess the efficiency of the modeling and solution approaches proposed in this article. This section is subdivided in two parts. First, we describe four families of newly generated instances that have been derived from some classical datasets for the CVRP. Second, we present detailed computational results of the two algorithms presented on seven sets of instances, including the newly generated instances plus some QSTSP instances that have been modified slightly to replace one of the customer nodes by a depot, on each instance. The modification consists on considering the first node as the depot.

#### 8.1 Newly generated Angle-CVRP and CVRP-RC instances

We have adapted some classical instances from the CVRP to include angle penalties and reload costs. We consider the sets \( A \) and \( B \) availables at [http://neo.lcc.uma.es/vrp](http://neo.lcc.uma.es/vrp).

The conversion of a CVRP instance to an instance of Angle-CVRP is as follows. Let \( (\gamma_{ij})_{(i,j) \in E} \) be the original routing costs. For every vertex \( i \in V \), let \( p_i \) be the position of node \( i \) on the plane. For every edge
\{i,j\} \in E \text{ we let } \overrightarrow{p_ip_j} \text{ be the vector in the plane with tail in } p_i \text{ and head in } p_j. \text{ We also let } \overrightarrow{p_jp_i} = -\overrightarrow{p_ip_j}. \text{ In addition, } \langle \cdot, \cdot \rangle \text{ and } \| \cdot \| \text{ denote the inner product of two vectors and the norm of a vector, respectively. For every } q\text{-edge } (\{i,k\},j) \in E^q, \text{ the angle } \alpha_{ijk} \text{ is defined as }

\begin{equation}
\alpha_{ijk} = \arccos \left( \frac{\langle p_jp_k, p_jp_k \rangle}{\|p_jp_k\|} \right).
\end{equation}

We let } \lambda \geq 0 \text{ be a parameter representing the penalty incurred when the angle } \alpha_{ijk} \text{ is lower than } \pi. \text{ The routing cost of a } q\text{-edge } (\{i,k\},j) \in E^q \text{ is computed as follows:}

\begin{equation}
c_{ijk} = \begin{cases} 
\frac{1}{2}(2\gamma_{ij} + \gamma_{jk})(1 + \lambda \cos(\alpha_{ijk}/2)) + 0.5 & \text{if } i = 0, j, k \in V^+. \\
\frac{1}{2}(\gamma_{ij} + \gamma_{jk})(1 + \lambda \cos(\alpha_{ijk}/2)) + 0.5 & \text{if } i, j, k \in V^+.
\end{cases}
\end{equation}

Also, for the single-customer routes, the routing costs } (c_{0i})_{i \in V^+} \text{ are computed as } 2\gamma_{0i} = [2\gamma_{0i} (1 + \lambda) + 0.5] \text{ for every } i \in V^+. \text{ Note that when } \lambda = 0, \text{ the routing costs correspond to those of the original CVRP. For our experiments we test three different values of } \lambda, \text{ namely } \lambda \in \{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\}.

To convert a CVRP instance into a CVRP-RC instance, we first consider a random } \sigma\text{-coloring of the edges, namely a function } \text{col} : E \rightarrow \{1, \ldots, \sigma\}, \text{ and a penalty } \alpha. \text{ The routing cost of a } q\text{-edge } (\{i,k\},j) \text{ is modified according to the difference of colors between the edges involved. Namely, if we denote } \mu(i,j,k) = |\text{col}(\{i,j\}) - \text{col}(\{j,k\})|, \text{ the new routing costs are as follows:}

\begin{equation}
c_{ijk} = \begin{cases} 
\frac{1}{2}(2\gamma_{ij} + \gamma_{jk})(1 + \alpha \mu(i,j,k)) + 0.5 & \text{if } i = 0, j, k \in V^+. \\
\frac{1}{2}(\gamma_{ij} + \gamma_{jk})(1 + \alpha \mu(i,j,k)) + 0.5 & \text{if } i, j, k \in V^+.
\end{cases}
\end{equation}

For the single-customer routes, the routing costs of the edges } \{0,i\} \text{ are not modified. We have built } 9 \text{ subsets of instances, each of which uses a different combination of values for } \sigma \text{ and } \alpha, \text{ namely } \sigma \in \{5, 10, 20\} \text{ and } \alpha \in \{0.1, 0.2, 0.3\}.

All newly generated instances are available at } \text{http://claudio.contardo.org.}

### 8.2 Computational results

We have tested the two algorithms presented in this article on all instances considered in our study. The number of instances is large (1,369 instances in total) and so the results presented are aggregate for each set of instances, the detailed results being available at the authors’ websites. The machine used to run the algorithms is an Intel Xeon E5462 with two quad-core CPUs at 2.8 Ghz, with 16 GB of total available RAM and running the Linux Operating System. The algorithms have been coded in C++ and compiled using the GNU g++ compiler version 4.8. We consider sequential and parallel implementations for both algorithms. In particular, the parallel implementations use 4 cores.

In Table 1 we report a summary of the results obtained with the parallel implementation of the branch-and-cut algorithm executed for a maximum time of two hours. Under column } \text{Set} \text{ we aggregate the instances of the same set. The next three columns are used to report the summary results when solving the linear relaxation of problem (1)–(14) strengthened by all valid inequalities. Under column labeled } \text{gap}_0 \text{ we report the average gaps obtained at the end of the linear relaxation. This gap is relative to the best solution found by both algorithms. Namely, if the best solution found has value } z_{ub} \text{ and the lower bound at the linear relaxation is } z_{lb}, \text{ the relative gap is } \frac{z_{ub} - z_{lb}}{z_{lb}} \times 100. \text{ Under columns labeled } \text{cpu} \text{ and } \text{wall} \text{ we report the average CPU times and wall times (in seconds) spent by the algorithm to solve the linear relaxation. The next five columns are used to report the aggregate results of the branch-and-cut algorithm. In column } \text{gap}_f \text{ we report the average final relative gap with respect to the best solution found. In column } \text{gap}_p \text{, we compute the average gap of the best primal solution found by the exact method relative to the best solution found by the heuristic. Note that the exact method is warm-started with the best solution found with the heuristic and so this value is expected to be smaller than or equal to zero. In column labeled } \text{nodes} \text{ we report the average
number of nodes inspected by the branch-and-cut solver. In columns \textit{cpu} and \textit{wall} we report the average CPU times and wall times (in seconds) spent by the exact solver. In the final two columns we report the summary results of the exact method. Under column labeled \textit{total} we report the total number of instances included for each set. Finally, under column labeled \textit{opt} we report the number of instances that have been solved to optimality by our exact solver.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Set} & \textbf{Root Node} & \textbf{Branch-and-cut} & \textbf{Summary} \\
\hline
& \textbf{gap}_0 \, (\%) & \textbf{cpu} \, (s) & \textbf{wall} \, (s) & \textbf{gap}_f \, (\%) & \textbf{gap}_h \, (\%) & \textbf{nodes} & \textbf{cpu} \, (s) & \textbf{wall} \, (s) & \textbf{total} & \textbf{opt} \\
\hline
\textit{angle} & 2.193 & 81.45 & 81.48 & 0.420 & -0.063 & 1734.0 & 6790.03 & 2579.12 & 150 & 103 \\
\textit{rel-5} & 3.292 & 152.09 & 152.12 & 1.236 & -0.053 & 1616.1 & 13321.02 & 4825.01 & 150 & 76 \\
\textit{rel-10} & 5.129 & 134.99 & 135.01 & 2.593 & -0.090 & 2224.9 & 10387.21 & 3802.49 & 150 & 56 \\
\textit{rel-20} & 8.694 & 113.58 & 113.60 & 5.638 & -0.186 & 3092.6 & 16324.77 & 5901.36 & 150 & 32 \\
\textit{winkel} & 3.649 & 0.07 & 0.07 & 0.000 & -0.013 & 27.9 & 0.80 & 0.47 & 210 & 210 \\
\textit{rel} & 30.105 & 0.05 & 0.05 & 0.000 & -9.826 & 1142.0 & 142.34 & 48.81 & 349 & 349 \\
\textit{r3} & 19.118 & 0.06 & 0.07 & 0.000 & -8.253 & 244.8 & 9.30 & 3.34 & 210 & 210 \\
\hline
\end{tabular}
\caption{Parallel branch-and-cut algorithm with 4 cores}
\end{table}

From this table we can raise several observations. First, instances with angular penalties (sets \textit{angle} and \textit{winkel}) appear to be among the easiest to solve. Indeed, the corresponding gaps at the linear relaxation are in average the tightest. Second, instances with reload costs (\textit{rel-5}, \textit{rel-10}, \textit{rel-20} and \textit{rel}) are much more difficult to solve. Moreover, their difficulty increases with the number of colors. Next, random instances (set \textit{r3}) provide weak lower bounds at the linear relaxation but the exact method is robust enough to solve all of them to optimality in very short times. Finally, we can observe that the heuristic performs very well on all sets of instances except for sets \textit{rel} and \textit{r3} of instances derived from the QSTSP. This suggests that the heuristic does not exploit the specific QSTSP structure properly, and so the need to develop in the future heuristics especially tailored for this class of problems.

In Table 2 we present aggregate results for the parallel heuristic. In this table, column labeled \textit{Set} is used to aggregate the instances belonging to the same family. Under columns \textit{cpu} and \textit{wall} we report the average CPU times and wall times (in seconds) spent by the heuristic. Under column labeled \textit{gap}_{best} we report the average best gap (in \%) obtained when running the heuristic 5 times for each instance. This gap is relative to the best solution found. If the best solution found has value $z^*$ and the best cost found by the heuristic on the five runs is $z$, the gap is computed as $\frac{z - z^*}{z^*} \times 100$. Under column \textit{gap}_{avg} we compute the average gaps with respect to the best solution found. This gap differs from the previous in which it is computed using the average cost produced after five runs of the heuristic rather than using the best one. Under column \textit{opt} we report the number of instances for which the exact method did not prove optimality. Under column labeled \textit{best} we report the instances for which the branch-and-cut solver was not capable of improving. Finally, under column labeled \textit{total} we report the total number of instances for each set.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{Set} & \textbf{cpu} \, (s) & \textbf{wall} \, (s) & \textbf{gap}_{best} \, (\%) & \textbf{gap}_{avg} \, (\%) & \textbf{opt} & \textbf{total} \\
\hline
\textit{ang} & 20.6 & 6.4 & 0.10 & 0.31 & 76 & 110 & 150 \\
\textit{rel-5} & 17.2 & 5.7 & 0.17 & 0.63 & 57 & 98 & 150 \\
\textit{rel-10} & 24.2 & 11.5 & 0.34 & 1.17 & 35 & 85 & 150 \\
\textit{rel-20} & 47.8 & 33.8 & 0.73 & 2.38 & 10 & 68 & 150 \\
\textit{winkel} & 0.5 & 0.2 & 0.06 & 0.23 & 199 & 199 & 210 \\
\textit{rel} & 0.3 & 0.1 & 12.89 & 20.60 & 214 & 214 & 349 \\
\textit{r3} & 0.5 & 0.3 & 10.08 & 15.72 & 110 & 110 & 210 \\
\hline
\end{tabular}
\caption{Parallel heuristic with 4 cores}
\end{table}

The observations that we can raise from this table are surprisingly very similar to those raised from the previous table. Indeed, we can observe that once again, instances with angle penalties (sets \textit{ang} and \textit{winkel}) are among the easiest to solve, whereas sets \textit{rel} and \textit{r3} present the opposite behaviour. Moreover, the instances with reload costs are very sensitive to the number of colors, being the problems with many
colors harder than those with few colors. With respect to the times, the heuristic is much faster than the branch-and-cut algorithm.

In Table 3 we present an aggregate comparison between the parallel and sequential implementations of both algorithms. For the branch-and-cut method, the maximum wall times are the same for both implementations, so we report the final gap (under columns labeled \( gap_f \)) and the number of instances solved to optimality (under columns labeled \( opt \)) for the sequential and parallel implementations. For the heuristic method, the number of iterations of the GRASP algorithm is the same for the sequential and parallel implementations, so we report the total wall times (under columns labeled \( wall \)) spent for both of them. From this table we can observe that the parallel implementations of both solvers take advantage of the additional available resources.

<table>
<thead>
<tr>
<th>Set</th>
<th>Branch-and-cut Sequential gap (%)</th>
<th>Parallel gap (%)</th>
<th>Heuristic Sequential wall (s)</th>
<th>Parallel wall (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ang</td>
<td>0.495 102</td>
<td>0.420 103</td>
<td>15.9 6.4</td>
<td>150</td>
</tr>
<tr>
<td>rel-5</td>
<td>1.372 73</td>
<td>1.236 76</td>
<td>13.8 5.7</td>
<td>150</td>
</tr>
<tr>
<td>rel-10</td>
<td>2.839 50</td>
<td>2.593 56</td>
<td>18.6 11.5</td>
<td>150</td>
</tr>
<tr>
<td>rel-20</td>
<td>6.010 26</td>
<td>5.638 32</td>
<td>39.6 33.8</td>
<td>150</td>
</tr>
<tr>
<td>winkel</td>
<td>0.000 210</td>
<td>0.000 210</td>
<td>0.3 0.3</td>
<td>210</td>
</tr>
<tr>
<td>rel</td>
<td>0.287 348</td>
<td>0.000 349</td>
<td>0.3 0.1</td>
<td>349</td>
</tr>
<tr>
<td>r3</td>
<td>0.000 210</td>
<td>0.000 210</td>
<td>0.3 0.3</td>
<td>210</td>
</tr>
</tbody>
</table>

| Total | 1,019 | 1,036 | 1,369 |

9. Concluding remarks

This article introduces the Quadratic Capacitated Vehicle Routing Problem (QCVRP), a combinatorial optimization problem arising in practical applications in logistics and transportation. The contributions of this article are twofold. On the one hand, we propose a mathematical formulation of the QCVRP based on q-edges, and strengthen it with the inclusion of several classes of valid inequalities. We show that these inequalities are not only valid for the QCVRP, but that in many cases they also dominate some known valid inequalities for the CVRP. We have implemented an exact solver based on the branch-and-cut paradigm, and tested it on several randomly generated instances to assess its efficiency. On the other hand, we present an efficient heuristic to find solutions of good quality in very short computing times. The heuristic uses several state-of-the-art techniques developed during the last few years which are complemented with some new contributions as the branching-based local search. We show that the modeling and solution approaches presented in this article are efficient to provide tight lower and upper bounds and optimal solutions of the QCVRP in short to moderate moderate computing times. As of potential avenues of future research, we believe that embedding some of the inequalities introduced in this paper into a column generation-based exact solver would result in a much more robust algorithm. Also, we believe that some new cutting planes could still be derived for the QCVRP. In particular, it would be interesting to derive some other classes of multistar inequalities especially tailored for the QCVRP. Finally, we believe that future heuristics should explore other paradigms as tabu search, variable neighborhood search, adaptive large neighborhood search, iterated local search or hybrid combinations of them to improve the quality of the solutions found.
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