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Abstract

This article addresses the problem of scheduling the replenishment of items to be delivered to multiple buyers from a single provider in order to minimize the total cost including the inventory holding cost, a major ordering cost for each period of replenishment, a minor ordering cost for each item included in a replenishment, and the routing cost. This problem can be modelled as an integer non linear program. The solution methodology is based on Constraint Programming. Experimentation of the proposed model and the solution approach is reported.
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Résumé

Cet article traite du problème de la planification de l’approvisionnement de produits multiples pour plusieurs détaillants à partir d’un fournisseur unique. L’objectif est de minimiser l’ensemble des coûts incluant les coûts des stocks, les coûts de commande et les coûts de transport. Ce problème est modélisé comme un programme non linéaire en nombres entiers qui est résolu par programmation par contraintes. L’article présente des résultats de tests expérimentaux.
1 Introduction

It is a common practice for a multi-branch firm to have its branches, each of which is independent and has a different demand pattern, ordering a group of items from a single supplier. An example is a large bank with many branches that may be required to replenish a great variety of forms from a single supplier. This is a multi-buyer multi-item problem. Obviously, coordinating the replenishments among the branches would reduce the firm’s ordering and inventory costs.

The Joint Replenishment Problem (JRP) is the multi-item inventory problem of coordinating the replenishment of a group of items that may be jointly ordered from a single supplier. Each time an order is placed, a major ordering cost is incurred, independent of the number of items ordered. Furthermore, a minor ordering cost is incurred whenever an item is included in a replenishment order. Joint replenishment of a group of items reduces the number of times that the major ordering cost is charged, and therefore this saves costs. In the deterministic joint replenishment problem it is assumed that the major ordering cost is charged at a basic cycle time and that the ordering cycle of each item is some integer multiple of this basic cycle.

The JRP was first modelled as a single-buyer one. As early as 1974, Goyal proposed an enumerative procedure to obtain an optimal solution. Substantial computation is required and the running time of this procedure grows exponentially with the number of items. Subsequently, many heuristics were developed to generate a near-optimal replenishment policy with less computation. Aksoy and Erenkuk (1988) and Goyal and Satir (1989) conducted a survey of these procedures. Kaspi and Rosenblatt (1991), Goyal and Deshmukh (1993), and Hariga (1994) later further supplemented them. Viswanathan (1996) proposed an optimal algorithm by which tighter bounds for the optimal value of the basic period can be found, and hence the computational effort for finding the optimal solution is reduced. Wildeman et al. (1997) presented another optimal approach based on global optimisation theory. Musalem and Dekker (2005) presented a case study on joint replenishment policies in which they analyzed the effect of minimum order quantities and a complex transportation structure on inventories. For a review of the literature on JRP, see Khouja and Goyal (2008).

Most of the literature has considered the JRP as a problem of coordinating the replenishment of a group of items of an individual buyer. In real-life situations, however, it is very usual for a multi-branch firm to order the same group of items for all branches from the same supplier. An example is a large bank with many branches that may be required to replenish a great variety of forms from a single supplier. The problem becomes a multi-buyer multi-item JRP. One may expect a cut in costs if the joint replenishments among the buyers are well coordinated. This is an area that has not received much attention until recently.

Chan et al. (2003) have proposed a modified genetic algorithm (GA) which is capable of solving the multi-buyer multi-item JRP efficiently and accurately. The GA has been shown to be a good method for the JRP. Khouja et al. (2000) experimented on 1600 randomly generated problems, comparing GA favorably with the best available heuristic, known as RAND, for solving the JRP. Their results showed that the GA can provide better solutions than the RAND for some problems, and never worse than it by more than 0.08%. But more important is that the GA has the advantages of being easy to implement, understand and modify, and being able to deal with constrained JRPs.

When the replenishment costs of multi-buyer multi-item replenishments contain a transportation cost component, cost saving may also be achieved due to the ability to share truck
and loading equipment between the items and buyers. In addition, the design of a vehicle route for visiting a group of buyers may have significant effect on the magnitude of the replenishment costs. Hence, it is desirable to design an efficient joint replenishment strategy that co-ordinates inventory control and transportation planning. Viswanathan and Mathur (1997) considered the integration of vehicle routing and inventory decisions for a single warehouse, multi-retailer, multi-product distribution system with deterministic demands. Qu et al. (1999) considered multi-item joint replenishment in an inbound material-collection system with a central warehouse using uncapacitated vehicles, where geographically dispersed suppliers face stochastic demands. For a review of multi-item inventory and vehicle routing systems up to 1999, we refer the reader to Buffa and Munn (1990), Ben-Khedher and Yano (1994), and Bertazzi and Speranza (1999). More recently, Sindhuchao et al. (2005) developed a mathematical formulation model that integrates the inventory replenishment and transportation decisions for an inbound commodity collection system with one warehouse, multiple supplier, and multiple items. The authors considered the problem in a deterministic setting, and assumed that the items are replenished according to an economic order quantity policy. Chan et al. (2006) developed a solution approach to scheduling deliveries from a supplier to many buyers who use the JRP in replenishing their inventory from the supplier. Sarmah et al. (2008) studied the interaction between transportation and inventory costs in the context of supply chain co-ordination of a single-manufacturer multiple heterogeneous buyers situation.

The problem addressed in this article is defined as follows. The Multi-buyer Multi-item Replenishment Scheduling Problem (MMRSP) consists of finding the cycle of replenishment and each period of replenishment of each item for each buyer in order to minimize the sum of the inventory holding cost, the major set-up cost for each period with a replenishment, the minor ordering cost of each item for each buyer, and the routing cost to visit the buyers scheduled on each period. It is considered that there is at most one delivery per period to each buyer. The planning horizon consists of an integer number of periods (a period is typically a day). Hence the replenishment cycle lengths are expressed as integers.

The paper is organised as follows. In the second section we present an integer linear programming formulation of the MMRSP. In the third section a constraint programming formulation of the problem is proposed. This second model contains many logical constraints and binary variables. Some preliminary tests displayed time consuming computation efforts. In the fourth section we propose a reformulation of the constraint programming model which presents features like: compactness (concise mathematical model with fewer constraints and variables), aggregated cost-driven variables (counter variables), absence of binary variables, a very efficient search strategy based on priority on variables and no logical constraints. This integer non linear model is solved using the constraint programming tool ILOG OPL 5.2. Section 5 presents the experimentation. Section 6 describes a potential avenue for future research. A conclusion follows.

2 A mathematical programming formulation of the MMRSP

In this section we present a mathematical programming formulation of the MMRSP. This formulation is used to build in Section 3 a CP formulation.
Sets and parameters of the MMRSP model

$L$: Planning horizon.

$Buyers$: Set of buyers.

$nbBuyers$: Number of buyers.

$Items$: Set of items.

$nbItems$: Number of items.

$d_{i,j}$: Demand per unit time of item $i$ for buyer $j$.

$S$: Major set-up cost.

$s_{i,j}$: Small set-up cost for ordering item $i$ for buyer $j$.

$R$: Routing cost.

$r$: Inventory holding charge, in percent per unit time.

$v_i$: Unit value of item $i$.

$Cycles$: Set of all possible values of the basic cycle time interval between two replenishments of item $i$ for buyer $j$ ($k_{i,j}$).

The set $Cycles$ may contain all integers from 1 to $L/2$ or be restricted to the factors of $L$ if one wants an integer number of cycles for each item during the planning horizon.

Variables of the MMRSP model

$k_{i,j}$: Basic cycle time interval between two replenishments of item $i$ for buyer $j$.

$F_{i,j}$: First period of replenishment of buyer $j$ with item $i$.

$Y_{i,j}^p$: Binary variable equal to 1 if buyer $j$ is replenished with item $i$ at period $p \in \{0, 1, ..., L-1\}$, 0 otherwise.

$Z_j^p$: Binary variable equal to 1 if buyer $j$ is replenished with at least one item at period $p \in \{0, 1, ..., L-1\}$, 0 otherwise.

$X_p$: Binary variable equal to 1 if there is at least one replenishment at period $p \in \{0, 1, ..., L-1\}$, 0 otherwise.

The objective function consists in the sum of the inventory holding, major and minor ordering, and routing costs.

$$\text{Min } L \sum_{i \in Items, j \in Buyers} ((r/365) * d_{i,j} * v_i * k_{i,j})/2 + \sum_{i \in Items, j \in Buyers, p \in [0..L-1]} Y_{i,j}^p * s_{i,j} + S \sum_{p \in [0..L-1]} X_p + R \sum_{j \in Buyers, p \in [0..L-1]} Z_j^p$$

s.t.

$$F_{i,j} \leq k_{i,j} - 1 \quad \forall i \in Items, j \in Buyers \quad (1)$$

$$Y_{i,j}^p = 1 \quad \forall i \in Items, j \in Buyers \quad (2)$$

$$(p < F_{i,j}) \Rightarrow (Y_{i,j}^p = 0) \quad \forall i \in Items, j \in Buyers, p \in [0..L-1] \quad (3)$$

$$Y_{i,j}^p = Y_{i,j}^{p\%modk_{i,j}} \quad \forall i \in Items, j \in Buyers, p \in [1..L-1] \quad (4)$$

$$Y_{i,j}^p \leq Z_j^p \quad \forall i \in Items, j \in Buyers, p \in [0..L-1] \quad (5)$$

$$Z_j^p \leq X_p \quad \forall j \in Buyers, p \in [0..L-1] \quad (6)$$

$$(k_{i,j} = k_{m,j}) \Rightarrow (F_{i,j} = F_{m,j}) \quad \forall j \in Buyers, i, m \in Items : i < m \quad (7)$$
Constraints (1) ensure that the first replenishment of item $i$ for buyer $j$ is before period $k_{i,j}$. Constraints (2) ensure that at the first period of replenishment of buyer $j$ with item $i$ (that is at $F_{i,j}$), variable $Y_{F_{i,j}}^{i,j}$ is set to 1. Constraints (3) ensure that, before the first period of replenishment of any buyer with any item the corresponding $Y$ variable is set to 0, (there are no replenishment). Constraints (4) ensure that the replenishments of buyer $j$ with product $i$ are performed in a cyclic way (the length of the cycle is given by $k_{ij}$). Constraints (5) enforce that if buyer $j$ is replenished with at least one item then $Z_{p}^j = 1$. Constraints (6) ensure that if at least one buyer is replenished with any item at period $p$ then $X_{p} = 1$. Constraints (7) are synchronizing constraints. They ensure that if for a given buyer, two items have the same replenishment cycle, they should be synchronized, i.e be replenished at the same periods. This would minimize the major set cost and the routing costs. Constraints (8), (9), and (10) define the variables.

The preceding formulation is computationally intractable because of non-linearities (constraints (3) and (7)) and the size of the model. Moreover, in constraints (2) and (4) a subscript of $Y$ is a variable. To circumvent these difficulties, a CP formulation is developed.

## 3 A first constraint programming formulation

Constraint Programming is a solution paradigm that differs from the mathematical programming approaches in many aspects. Originally CP was used essentially for satisfiability problems. A CP model defines a domain for each variable and a set of constraints (called constraints store). The constraints are not considered globally as in mathematical programming where they are treated as a set of constraints (the constraint matrix), but one at a time. Each constraint is used in turn to eliminate infeasible values for each variable. This is called domain reduction and continues until there is no more possible domain reduction. Either a feasible solution is found or not. When a feasible solution is found, the corresponding value of the objective function is evaluated. A new constraint is added to the constraint store (objective < value of the best solution found so far) to search for another feasible solution with a better objective function value. Then an exploration tree is developed similarly to the Branch and Bound exploration in mathematical programming, except that a new constraint is added to the constraint store whenever a better solution is found.

The exploration of the search tree (search strategy) is crucial in CP and has to be designed according to the problem at hand. The types of constraints that can be used in CP are much richer than the ones in mathematical programming. This richness is exploited in the next formulation. The CP formulation uses the same parameters and variables as the MIP formulation. In addition, we use the following upper bounds.

- $o_1$: Objective function value when there is a daily replenishment for each item.
- $o_2$: Objective function value when there is exactly one replenishment for each item in the horizon.
A variable $obj$ is defined for the objective function value:

$$
obj = L \sum_{i \in \text{Items}, j \in \text{Buyers}} ((r/365) \cdot d_{i,j} \cdot v_i \cdot k_{i,j})/2 + \sum_{i \in \text{Items}, j \in \text{Buyers}, p \in [0..L-1]} Y_{i,j}^p \cdot s_{i,j} + S \cdot \sum_{p \in [0..L-1]} X_p + R \cdot \sum_{j \in \text{Buyers}, p \in [0..L-1]} Z_j^p
$$

Then the constraint programming model is defined as follows:

**CP1**

$$
\begin{align*}
\text{Min} & \quad obj \\
\text{s.t.} & \quad F_{i,j} \leq k_{i,j} - 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} \quad (1) \\
& \quad (k_{i,j} = k_{m,j}) \Rightarrow (F_{i,j} = F_{m,j}) \quad \forall j \in \text{Buyers}, i, m \in \text{Items} : i < m \quad (7) \\
& \quad obj \leq \min(o_1, o_2) \quad (11) \\
& \quad Y_{i,j}^p = ((p \geq F_{i,j}) \\
& \quad \quad \text{and} \quad ((p - F_{i,j}) \text{ mod } k_{i,j} = 0)) \quad \forall i \in \text{Items}, j \in \text{Buyers}, p \in [0..L-1] \quad (12) \\
& \quad Z_j^p = \bigcup_{i \in \text{Items}} (Y_{i,j}^p = 1) \quad \forall j \in \text{Buyers}, p \in [0..L-1] \quad (13) \\
& \quad X_p = \bigcup_{j \in \text{Buyers}} (Z_j^p = 1) \quad \forall p \in [0..L-1] \quad (14)
\end{align*}
$$

with variable definitions (8), (9), (10).

Constraint (11) sets an upper bound on the objective function. These are used as a (weak) way of starting from known feasible solutions to prune the search tree. Constraints (12,13,14) replace constraints (4,5,6). From a constraint programming point of view, (12,13,14) are computationally more efficient than (4,5,6). With constraints (12) the $Y_{i,j}^p$ variables equals 1 when there is a replenishment at period $i$. Each constraint of this type is a logical constraint whose right-hand side is a conjunction of two constraints. Any of these two right-hand side constraints takes the truth values of 1 or 0 depending on whether it is satisfied or not. Constraints (13) enforce that $Z$ variables are equal to 1 whenever there is one item delivered to buyer $j$ at period $p$, while constraints (14) ensure that $X$ variables are equal to 1 whenever a delivery is done on period $p$.

Here, the transportation costs, as calculated in the objective function, are considered proportional to the number of visited customers. However, one could model the transportation costs if they are considered proportional to the distance travelled using the approximation formula for the Travelling Salesman Problem of Beardwood et al. (1959):

$$
\text{Length} = K \sqrt{nA} = K \sqrt{A\sqrt{n}}.
$$

In this formula, $n$ is the number of points to visit and $A$ is the area containing all the points. $K$ is a constant that depends on the metric used. In our case, this formula could be written as follows:
\[ K' \sqrt{\sum_{j \in \text{Buyers}, p \in [0..L-1]} Z_p^j} \]

Here \( K' \) corresponds to \( K \sqrt{A} \).

The analysis of preliminary results of this version of the MMRSP yields interesting information:

- It takes 10 seconds to generate a first feasible solution.
- The size of the model is a major concern: there is a large number of logical constraints (and a lot of additional variables are generated behind the scene during the preprocessing phase).
- The upper bounds on the objective function value are not good.
- The domain reduction is poor.

To circumvent these difficulties, an enhanced model is developed. This new formulation avoids the use of binary variables which are usually not efficient in CP.

4 A second Constraint Programming formulation of the MMRSP

The main features of the reformulated MMRSP are the following:

1. The binary variables are replaced by *counter variables* to aggregate the information. \( X \), \( Y \) and \( Z \) are replaced by four integer variables based on the cost structure.
2. The logical constraints are dropped.
3. The bounds on the objective function are dropped since they are not tight enough.
4. A very concise model is finally obtained (the period index disappears from the variables but the first period of replenishment variables \( F_{ij} \) are still present).

Let the variables \( C_{i,j} \) be the total number of times the buyer \( j \) is replenished with item \( i \) within the horizon \([0..L-1]\):

\[
C_{i,j} = \sum_{p \in [0..L-1]} Y_p^{i,j}
\]

Then:

\[
C_{i,j} = \left\lfloor \frac{L}{k_{i,j}} \right\rfloor + 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} \quad (15)
\]

The preceding equation is valid only if the only possible values for \( k_{i,j} \) are factors of \( L \). However if it is not the case, then the number of replenishments of item \( i \) for buyer \( j \) depends also on \( F_{i,j} \) and the following equation should be used.

\[
C_{i,j} = \left\lfloor \frac{L - 1 - F_{i,j}}{k_{i,j}} \right\rfloor + 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} \quad (16)
\]
Recall constraints (5) of the MP formulation of the MMRSP. By summing twice on both sides of (5) on the range \([0 .. L-1]\), and on the set of Buyers and combining them with (15), we obtain:

\[ \sum_{j \in \text{Buyers}} C_{i,j} \leq \sum_{j \in \text{Buyers}} \sum_{p \in [0..L-1]} Z^j_p \quad \forall i \in \text{Items}, j \in \text{Buyers}, p \in [0..L-1] \]  

Number (17)

Let the variable \(B\) be the total number of visits during the horizon.

\[ B = \sum_{j \in \text{Buyers}} \sum_{p \in [0..L-1]} Z^j_p. \]

Then (17) implies:

\[ \sum_{j \in \text{Buyers}} C_{i,j} \leq B \quad \forall i \in \text{Items} \]

This last set of inequalities can be written as the following single one.

\[ B = \max_{i \in \text{Items}} \sum_{j \in \text{Buyers}} C_{i,j} \]  

Number (18)

Now recall constraints (6) of the MP formulation of the MMRSP. The combination of (5) and (6) implies:

\[ Y^i,j_p \leq X_p \quad \forall i \in \text{Items}, j \in \text{Buyers}, p \in [0..L-1] \]

By summing on both sides on the range \([0 .. L-1]\), we obtain:

\[ C_{i,j} \leq \sum_{p \in [0..L-1]} X_p \quad \forall i \in \text{Items}, j \in \text{Buyers} \]

Let the variable \(A\) be the total number of periods with replenishments:

\[ rA = \sum_{p \in [0..L-1]} X_p \]

Then:

\[ C_{i,j} \leq A \quad \forall i \in \text{Items}, j \in \text{Buyers} \]

Again, this set of inequalities can be rewritten as

\[ A = \max_{i \in \text{Items}, j \in \text{Buyers}} C_{i,j} \]  

Number (19)

In summary, we use the following variables to reformulate the MMRSP model:

- \(k_{i,j} \in [1..L]\) Basic cycle time interval between two replenishments of item \(i\) of buyer \(j\)
- \(F_{i,j} \in [1..L-1]\) First period of replenishment of buyer \(j\) with item \(i\).
- \(C_{i,j} \in [1..L]\) The total number of replenishments of buyer \(j\) with item \(i\).
- \(A \in [1..L]\) The total number of replenishments periods.
- \(B \in [1..L * nbBuyers]\) The total number of visits during the horizon.

Then the revised constraint programming model is as follows.
CP2

\[\begin{align*}
\text{Min} & \quad L \times \sum_{i \in \text{Items}, j \in \text{Buyers}} \left( \left( \frac{r}{365} \right) \times d_{i,j} \times v_i \times k_{i,j} \right)/2 + \\
& \quad \sum_{i \in \text{Items}} \sum_{j \in \text{Buyers}} C_{i,j} \times s_{i,j} + S \times A + R \times B
\end{align*}\]

s.t.

\[\begin{align*}
F_{i,j} & \leq k_{i,j} - 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} (1) \\
(k_{i,j} = k_{m,j}) & \Rightarrow (F_{i,j} = F_{m,j}) \quad \forall j \in \text{ Buyers}, i, m \in \text{Items}: i < m (7) \\
C_{i,j} & = \left\lfloor \frac{L}{k_{i,j}} \right\rfloor + 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} (15) \\
B & = \max_{i \in \text{Items}} \sum_{j \in \text{Buyers}} C_{i,j} (18) \\
A & = \max_{i \in \text{Items, } j \in \text{Buyers}} C_{i,j} (19)
\end{align*}\]

with definitions of variables (9-10) and \(A, B, C_{i,j} \geq 0\) and integer.

In this reformulated model the objective is still to minimize the sum of inventory holding, major ordering, minor ordering, and routing costs. Constraints (15) defines the variables \(C_{i,j}\) in terms of \(k_{i,j}\). Constraint (18) defines \(B\) the total number of visits during the horizon. Constraint (19) defines \(A\) the total number of replenishments periods.

It is interesting to see that the reformulated model does not contain any explicit reference to the period index. The reformulated model is thus very concise. From a constraint programming point of view, this model is more efficient since there are no explicit reference to any binary variables. It is often very recommended to avoid as much as possible the use of any binary variable since their presence hinders the performance of the model.

5 Experimentation

To solve the constraint programming models CP1 and CP2, the ILOG CP Optimizer 1.0 was used. Models CP1 and CP2 were tested on problems with the number of items ranging from 10 to 26 and the numbers of buyers from 7 to 26. The horizon length \(L\) is 120 periods (days). The Inventory carrying charge \(r\) was set at 10\% per year. The major set-up cost \(S\) equals $40 and the minor set-up costs \(s_{i,j}\) fixed at 1. The routing cost \(R\) equals \(5\\%\). The values of the demand matrix \(d\) and the item value matrix range from 1 to 30 and from 1 to 20 respectively.

For the search strategy, various orders of variable instantiation have been tried. The most efficient one has been instantiation of \(C\) first, \(F\) second, and then \(k\). For each set of variables, priority is set on the variable with the largest impact on the objective function (as proposed by Refalo, 2004). Selection of value is also based on the greatest impact on objective first. For the search type, we used the Restart method (Deep First Search with restart after a certain number of failures (20 in our case). The Restart method was introduced by Refalo (2004).

As discussed earlier, model CP1 presented many pitfalls: an astronomical number of constraints generated by the system during the solution process, a very large number of binary variables that are not efficient with constraint programming, and a slow convergence. On the other hand, CP2 did not present those pitfalls. We present hereafter the results of CP2.
Table 1 summarizes the results. The columns of that table shows for each problem the number of items, the number of buyers, the number of variables (note that additional variables are generated in the course of the solution process), the number of constraints, and the number of feasible solutions found. The last three columns show the objective value after 5, 15, and 60 minutes of solution time respectively.

In all the problems, the constraint programming algorithm quickly improve the objective value, and in most problems the best solution is found after 15 minutes of computation. However the optimality is not proven even after one hour of computation. It should be reminded that the problem is a large scale integer non-linear mathematical program and that type of problem is very difficult to solve. Hence the results presented here are satisfactory. Figure 1 illustrates the typical solution process in terms of objective improvement.

<table>
<thead>
<tr>
<th>Items</th>
<th>Buyers</th>
<th>Variables</th>
<th>Constraints</th>
<th>Faisable solutions</th>
<th>Objective value (5 min)</th>
<th>Objective value (15 min)</th>
<th>Objective value (60 min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>16</td>
<td>482</td>
<td>4482</td>
<td>884</td>
<td>3916.2</td>
<td>3916.2</td>
<td>3916.2</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>662</td>
<td>6116</td>
<td>1407</td>
<td>5683.9</td>
<td>5661.6</td>
<td>5661.6</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>752</td>
<td>6946</td>
<td>1602</td>
<td>6469.9</td>
<td>6169.2</td>
<td>6169.2</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>317</td>
<td>3965</td>
<td>548</td>
<td>2185.2</td>
<td>2185.2</td>
<td>2185.2</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>482</td>
<td>6404</td>
<td>1105</td>
<td>3368.4</td>
<td>3368.4</td>
<td>3368.4</td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>542</td>
<td>7924</td>
<td>1450</td>
<td>3449.9</td>
<td>3449.9</td>
<td>3449.9</td>
</tr>
<tr>
<td>26</td>
<td>14</td>
<td>9094</td>
<td>21786</td>
<td>588</td>
<td>13827.7</td>
<td>9977.3</td>
<td>9977.3</td>
</tr>
<tr>
<td>26</td>
<td>15</td>
<td>1172</td>
<td>23400</td>
<td>208</td>
<td>16648.5</td>
<td>13771.8</td>
<td>8341.7</td>
</tr>
</tbody>
</table>

Figure 1: Sequence of objective function values for problem with 10 items and 25 buyers.
6 Avenue of further investigation

Constraint programming allows modelling constraints that are difficult if not impossible to model in standard mathematical programming. For instance complex logic constraints can be easily modelled. However, solving models with such complex constraints may be hard, especially if there are a large number of them. One reason is that many CP solvers will generate automatically a new ‘logic’ variable for each logic constraint which make convergence of the process more difficult. To cope with this increase difficulty, one has to design a specific search strategy. We present here another version of the MMRSP model with the variable A and B of model CP2 expressed in terms of F and k.

CP3

\[
\begin{align*}
\text{Min} & \quad L \times \sum_{i \in \text{Items}, j \in \text{Buyers}} \left((r/365) \times d_{i,j} \times v_i \times k_{i,j}\right)/2 + \\
& \quad \sum_{i \in \text{Items}} \sum_{j \in \text{Buyers}} C_{i,j} \times s_{i,j} + S \times A + R \times B
\end{align*}
\]

s.t.

\[
\begin{align*}
F_{i,j} & \leq k_{i,j} - 1 \quad \forall i \in \text{Items}, j \in \text{Buyers} \\
(k_{i,j} = k_{m,j}) & \Rightarrow (F_{i,j} = F_{m,j}) \quad \forall j \in \text{Buyers}, i, m \in \text{Items} : i < m \\
C_{i,j} & = \left[\frac{L - 1 - F_{i,j}}{k_{i,j}}\right] + 1 \quad \forall i \in \text{Items}, j \in \text{Buyers}
\end{align*}
\]

\[
B = \sum_{p \in [0..L-1]} \sum_{j \in \text{Buyers}} \left(\left(\sum_{i \in \text{Items}} (F_{i,j} = p\text{mod}k_{i,j})\right) \geq 1\right)
\]

\[
A = \sum_{p \in [0..L-1]} \left(\left(\sum_{j \in \text{Buyers}} \sum_{i \in \text{Items}} (F_{i,j} = p\text{mod}k_{i,j})\right) \geq 1\right)
\]

with definitions of variables (9–10) and A, B, C_{i,j} \geq 0 and integer.

Although the definition of A and B is very concise and based on logic expressions, because of the numerous variables generated when solving the problem the algorithm crashes after around 15 minutes of computer time. An interesting avenue of research would be to elaborate a specific search strategy for this model.

7 Conclusions

Most of the literature has only considered the joint replenishment of a group of items ordered by an individual buyer. Hence the buyer’s joint replenishment has been treated in isolation. However, it is not uncommon that a multi-branch firm has all its branches, i.e. buyers, ordering the same group of items from the supplier. This becomes a multi-buyer multi-item problem. Clearly there are potential opportunities to reduce costs by coordinating the joint replenishments among the buyers. If the replenishment costs of the buyers contain a transportation cost component, it is desirable to design an efficient joint replenishment
strategy that co-ordinates inventory control and transportation planning so as to further reduce the costs. This problem corresponds to an integer non linear program which is very difficult to address. This paper has successfully developed a constrained programming model for the problem and devised a very efficient search strategy for its solution. The results of our experimentation show that very good solution (optimal or nearly optimal) can be obtained very quickly. Future research could encompass the design of more efficient and particular search strategies.
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