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Abstract: This work introduces StoMADS, a stochastic variant of the mesh adaptive direct-search (MADS) algorithm originally developed for deterministic blackbox optimization. StoMADS considers the unconstrained optimization of an objective function $f$ whose values can be computed only through a blackbox corrupted by some random noise following an unknown distribution. The proposed method is based on an algorithmic framework similar to that of MADS and uses random estimates of function values obtained from stochastic observations since the exact deterministic computable version of $f$ is not available. Such estimates are required to be accurate with a sufficiently large but fixed probability and satisfy a variance condition. The ability of the proposed algorithm to generate an asymptotically dense set of search directions is then exploited to show convergence to a Clarke stationary point of $f$ with probability one, using martingale theory.
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1 Introduction

Blackbox optimization (BBO), an instance of derivative-free optimization (DFO), is the study of design and analysis of algorithms that assume that the objective and/or constraint functions are provided by blackboxes, i.e., “any processes whose inner workings are analytically unavailable and which return an output, when provided an input” [9].

This work introduces a stochastic variant of the mesh adaptive direct search (MADS) algorithm [7] for deterministic BBO and analyzes it using elements from [7, 16, 23, 38]. It aims to solve the following stochastic blackbox optimization problem:

$$\min_{x \in \mathbb{R}^n} f(x) \text{ where } f(x) = \mathbb{E}_{\Theta} \left[ f_\Theta(x) \right]$$ (1)

$\Theta$ is a random variable obeying some unknown distribution, $\mathbb{E}_{\Theta}$ denotes the expectation with respect to $\Theta$, $f_\Theta$ denotes the blackbox, the noisy computable version of the numerically unavailable objective function $f : \mathbb{R}^n \mapsto \mathbb{R}$. In the convergence analysis of Section 3, the objective function is assumed to be locally Lipschitz continuous and bounded from below.

Such problems are of utmost importance and often arise in modern statistical machine learning, where the random variable $\Theta$ represents a data point drawn according to some unknown distribution and $f_\Theta(x)$ measures the fit of some model parameter $x$ to the data point $\Theta$ [15, 27, 33].

The study of these problems and specifically, developing provable algorithms to solve (1), has been a topic of intense research. In the recent years, several methods have been developed, most of which are extensions of existing traditional deterministic DFO methods [9, 26] to stochastic functions [14, 22, 23, 34, 38, 39]. Such methods are classified according to Angün and Kleijnen [4] into two categories [22]: White-box and blackbox methods. White-box methods are those where one has the ability to carry out an estimation of the gradient of $f$ by means of a single simulation. Perturbation analysis [22] and the likelihood ratio function method [30] being some examples among many others. Blackbox methods are those who essentially process the simulation model as a blackbox, such as the stochastic approximation method [32], response surface methodology [2], and many heuristics [2]. Thorough descriptions of stochastic approximation and response surface methodology are provided in [3].

However, in many real applications, the simulation model is inaccessible [22] or the estimation of the gradient can be computationally expensive. Direct-search blackbox optimization methods, generally known to be robust and reliable in practice [5], appear to be the most promising option. It is important to emphasize that the analysis in the present work does not assume the existence of derivatives, i.e, first-order information, and consequently no gradient approximations will be carried out.

Examples of existing traditional deterministic direct-search blackbox optimization method that have been extended to stochastic functions include the Nelder-Mead (NM) method [37]. After Barton and Ivey [17], who are among the first authors to propose a variant of the NM algorithm designed to cope with noisy function evaluations, Anderson and Ferris [3] also considered the unconstrained optimization of functions with evaluations subject to a random noise. They used an algorithmic framework similar to that of NM, making use of so-called structures instead of simplices and propose an algorithm involving reflection, expansion and contraction steps, which is shown to converge to a point with probability one, based on Markov chains theory [29]. Chang [22] proposed a new variant of the classic NM method, the stochastic Nelder-Mead method. After replacing the shrink step of the classic NM by the adaptive random search, which is a local and global search framework, in order to avoid a precocious convergence of the new algorithm, he proved convergence of the stochastic Nelder-Mead method to global optima with probability one.

Audet et al. [11] recently proposed Robust-MADS, a kernel smoothing-based variant of the MADS [7] algorithm designed to approach the minimizer of an objective function when only having access to noisy function values. At each iteration of Robust-MADS, the incumbent solution is determined based on values of the smoothed version of the noisy available objective constructed from a list of trial points. This list is then eventually updated with the best iterate found before the next iteration of the algorithm. The proposed method is shown to have zero-order [8] convergence properties: Iterates produced by Robust-MADS converge...
to a point which is “the limit of mesh local optimizers on meshes that get infinitely fine” [7]. Note however that even though this method produces interesting results when applied to problems including those involving granular and discrete variables [13], the corresponding work presents no computational tests to show how the proposed algorithm behaves on problems involving random noise, i.e., in a stochastic framework. Furthermore, Robust-MADS results in a deterministic algorithm in the sense that it uses only deterministic algorithmic objects, i.e., mesh and frame size parameters, smoothed function values, etc., to ensure improvements, in such a way that the resulting convergence of algorithm iterates should be understood from a deterministic and non-stochastic angle.

Moreover, note that unlike the present research where the noise distribution is assumed to be unknown, [20] considers the optimization of functions that are numerically unavailable and whose values can only be computed through a blackbox corrupted by Gaussian random noise. Using an algorithmic framework similar to that of MADS, the algorithm proposed in [20] aims to minimize such unknown functions by adaptively driving to zero the standard deviation of the estimators of the unavailable function values, making use of statistical inference techniques. However, even though this algorithm is shown to have desirable convergence properties, it needs to be improved since obtaining satisfactory solutions in practice requires a lot of blackbox evaluations, thus making the method computationally expensive.

This study proposes StoMADS, a stochastic variant of MADS, designed to cope with the unconstrained optimization of stochastic blackbox functions while guaranteeing convergence to a Clarke stationary point provided that certain conditions are satisfied. The proposed work uses an algorithmic framework similar to that of MADS in addition to assumptions including those taken from [23, 38]. More precisely, it has been assumed that function estimates that are used to ensure improvements in the algorithm need to be accurate enough with a fixed probability which does not have to equal one but simply needs to be above a certain constant [23, 38]. In addition to the fact that such estimates are further assumed to satisfy a variance condition [38] that will be specified later, no assumption is made about their distribution nor about the way they are generated.

The main novelty of the present work is that no model or gradient information is needed to find descent directions, compared to prior works, in particular [23, 38] and [40]. This work uses direct-search techniques and then exploits the ability of the proposed algorithm to generate an asymptotically dense set of search directions to guarantee convergence. To the best of our knowledge, this research is the first to propose a stochastic variant of MADS with full-supported convergence results, obtained using martingale theory.

This manuscript is organized as follows. Section 2 introduces the general framework of the proposed stochastic method and discusses the requirements on random estimates to guarantee convergence in addition to how such estimates can be obtained in practice. It is followed by Section 3 which presents the main convergence results. Computational results are reported in Section 4, followed by a discussion and suggestions for future work.

2 The StoMADS algorithm and probabilistic estimates

This section presents the general framework of StoMADS and introduces random quantities such as probabilistic estimates that are useful for the convergence analysis. It then shows how such estimates can be constructed.

2.1 The StoMADS algorithm

Similarly to MADS [7], StoMADS is an iterative algorithm where each iteration is characterized by two main steps: an optional SEARCH step which consists of a global exploration that may use various strategies including the use of surrogate functions and heuristics, to explore the variables space, and a local POLL step which follows stricter rules and performs a local exploration in a subset of the space of variables, called the frame. During each of these two steps, a finite number of trial points are generated on a discretization of the space of variables called the mesh. The discretization of the mesh and frame is controlled by the mesh and
frame size parameters, $\delta_m^k$ and $\delta_p^k$, respectively, thus disparing from the notation $\delta^k$ and $\Delta^k$ from [9] because $\Delta_m^k$ and $\Delta_p^k$ will be used to denote random variables.

Let $D \in \mathbb{R}^{n \times p}$ be a matrix, whose columns denoted by the set $\mathbb{D}$ form a positive spanning set. The mesh $M^k$ and the frame $F^k$ are respectively

$$M^k := \left\{ x^k + \delta_m^k d : d = Dy, \ y \in \mathbb{Z}^p \right\} \quad \text{and} \quad F^k := \left\{ x \in M^k, \| x - x_k \|_\infty \leq \delta_p^k b \right\},$$

where $b = \max\{\|d'\|_\infty, d' \in \mathbb{D}\}$.

At iteration $k$, given an incumbent solution $x^k \in M^k$, the StoMADS algorithm seeks to find a trial “improved mesh point” $y = x^k + \delta_m^k d$ whose objective function value is less than the current unknown incumbent value $f(x^k)$, i.e $f(y) < f(x^k)$. In the present work, $f_0^k$ and $f_s^k$ denote respectively the estimates of $f(x^k)$ and $f(x^k + s^k)$, where $s^k = \delta_m^k d$, constructed using evaluations of the available noisy blackbox $f_{\theta}$. Such estimates are then compared in a way specified below, to determine whether a trial point $x^k + s^k$ may be an improved mesh point or not.

In both the SEARCH and POLL steps, unlike the MADS algorithm where function values $f(x^k)$ and $f(x^k + s^k)$ are available, informations provided by the estimates $f_0^k$ and $f_s^k$ are used to determine whether a trial point $x^k + s^k$ may be an improved mesh point or not, i.e., whether an iteration is successful or not. Thus, such estimates need to be sufficiently accurate. The following definition is adapted from [23].

**Definition 1** Let $\varepsilon_f > 0$ be a fixed constant and $f_x$ be an estimate of $f(x)$. Then $f_x$ is said to be an $\varepsilon_f$-accurate estimate of $f(x)$ for a given $\delta_p^k$, if

$$|f_x - f(x)| \leq \varepsilon_f (\delta_p^k)^2.$$

Note that, unlike [23, 40], $\varepsilon_f$ does not play a crucial role in the convergence analysis but allows to adjust the initial amplitude of the so-called uncertainty interval $\mathcal{I}_{\gamma, \varepsilon_f}(\delta_p^k)$ that will be introduced later. The next result provides sufficient information to determine the iteration type.

**Proposition 1** Let $f_0^k$ and $f_s^k$ be $\varepsilon_f$-accurate estimates of $f(x^k)$ and $f(x^k + s^k)$, respectively, and let $\gamma \in (2, +\infty)$ be a fixed constant. Then the followings hold:

- if $f_s^k - f_0^k \leq -\gamma \varepsilon_f (\delta_p^k)^2$, then $f(x^k + s^k) - f(x^k) < 0$,
- and if $f_s^k - f_0^k \geq \gamma \varepsilon_f (\delta_p^k)^2$, then $f(x^k + s^k) - f(x^k) > 0$.

**Proof.** The proof is immediate using Definition 1 and observing that

$$f(x^k + s^k) - f(x^k) = f(x^k + s^k) - f_s^k + (f_s^k - f_0^k) + f_0^k - f(x^k).$$

The following definition distinguishes three types of iterations: successful, certain unsuccessful and uncertain unsuccessful.

**Definition 2** Let $f_0^k$ and $f_s^k$ be $\varepsilon_f$-accurate estimates of $f(x^k)$ and $f(x^k + s^k)$, respectively, and let $\gamma \in (2, +\infty)$ be a fixed constant. Then the iteration is called:

- successful if $f_s^k - f_0^k \leq -\gamma \varepsilon_f (\delta_p^k)^2$,
- unsuccessful and certain if $f_s^k - f_0^k \geq \gamma \varepsilon_f (\delta_p^k)^2$,
- unsuccessful and uncertain if $f_s^k - f_0^k \in \mathcal{I}_{\gamma, \varepsilon_f}(\delta_p^k) := \left[ -\gamma \varepsilon_f (\delta_p^k)^2, \gamma \varepsilon_f (\delta_p^k)^2 \right]$.

where $\mathcal{I}_{\gamma, \varepsilon_f}(\delta_p^k)$ is the so-called uncertainty interval that is reduced during uncertain unsuccessful iterations.

Let $\tau \in (0, 1) \cap \mathbb{Q}$ be a fixed constant and $\hat{\varepsilon} \in \mathbb{N}$ be a large fixed integer. Note that for the needs of the convergence analysis of Section 3, unlike MADS, the frame size parameter of StoMADS is supposed to be bounded above by a positive fixed constant $\tau^{-\hat{\varepsilon}}$ in order for the random frame size parameter $\Delta_p^k$ that will be introduced in the next subsection to be integrable.
During the SEARCH or POLL step, if the sufficient decrease condition $f_k^s - f_0^k \leq -\gamma \varepsilon f(\delta_p^k)^2$ is satisfied for some direction $s^k = \delta_m^k d$, then the iterate $x^k + s^k$ is successful according to Proposition 1. Hence, the current iterate and the frame size parameter are updated respectively according to $x^{k+1} = x^k + s^k$ and $\delta_p^{k+1} = \min\{\tau^{-2} \delta_p^k, \tau^{-\frac{\varepsilon}{\gamma}}\}$, and then a new iteration is initiated with a new mesh size parameter $\delta_m^{k+1}$ which satisfies $\delta_m^{k+1} = \min\{\delta_m^{k+1}, (\delta_p^{k+1})^2\}$.

If no improved mesh point is found during the SEARCH step, then the POLL step is invoked and if the condition $f_k^s - f_0^k \leq -\gamma \varepsilon f(\delta_p^k)^2$ does not hold, the iterate is unsuccessful according to Proposition 1. StoMADS presents two types of unsuccessful iterations: certain unsuccessful iterations and uncertain unsuccessful iterations. In both certain and uncertain unsuccessful iterations, the current iterate is not updated, i.e $x^{k+1} = x^k$ and the corresponding frame $F^k$ is said to be a minimal frame with minimal frame center $x^k$, also called a mesh local optimizer [11]. However, one may notice that if the unsuccessful iteration is certain, then the frame size parameter is reduced according to $\delta_p^{k+1} = \tau^2 \delta_p^k$ so that the resolution of the mesh can be increased, thus allowing the evaluation of $f_\Theta$ and hence estimates computation at trial mesh points that are closer to the current solution. Note that unlike [9], the use of $\tau^2$ instead of $\tau$ has been motivated by the need to reduce the frame size parameter less aggressively during uncertain unsuccessful iterations as claimed next. Indeed, in the case of uncertain unsuccessful iterations, i.e, when $f_k^s - f_0^k$ belongs to the uncertainty interval $I_{\gamma, \varepsilon}(\delta_p^k)$, the frame size parameter is reduced less aggressively, specifically according to $\delta_p^{k+1} = \tau \delta_p^k$, so that the uncertainty interval is reduced and as before, a new iteration is initiated with a new mesh size parameter $\delta_m^{k+1}$. An overview of the algorithm and its details are presented in Figure 1 and Algorithm 1.

![Figure 1: Overview of the StoMADS algorithm. Given a current iterate $x$, an estimate of a desired accuracy of $f(x)$ is computed using the blackbox $f_\Theta$ evaluations. Such estimate is used during the SEARCH or the POLL to check success and failure. Then, $x$ is updated unless the current iteration is unsuccessful and a new iteration is initiated.](image-url)

### 2.2 Probabilistic estimates

All the random variables in this work are defined on the same probability space $(\Omega, \mathcal{G}, P)$, $\Omega$ being the sample space, $\mathcal{G}$ being a $\sigma$-algebra, that is a collection of all the events (subsets of $\Omega$) and $P$ is a probability measure, that is a function that returns an event’s probability. Any single outcome from the sample space $\Omega$ will be denoted by $\omega$. In general, random variables will be denoted by uppercase letters within the proposed algorithmic framework, while their realizations will be denoted by lowercase letters.
Algorithm 1: StoMADS

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialization</td>
<td>Choose $x^0 \in \mathbb{R}^n$, $\delta^0 = 1$, $\tau = \frac{1}{2}$, $\varepsilon_f &gt; 0$, $\varepsilon_{stop} \geq 0$, $\gamma &gt; 2$ and $\hat{z} \in \mathbb{N}$. Set the iteration counter $k \leftarrow 0$.</td>
</tr>
<tr>
<td>2. Parameter Update</td>
<td>Set the mesh size parameter to $\delta^{p_k}_m \leftarrow \min{\delta^{p_k}_m, (\delta^{p_k}_m)^2}$.</td>
</tr>
<tr>
<td>3. Search</td>
<td>Select a finite subset $S^k$ of $\mathcal{M}$. Obtain estimates $f_0^k$ and $f_s^k$ of $f$ respectively at $x^k$ and $x^k + s^k \in S^k$, using blackbox evaluations. If $f^{k}_0 - f^{k}_0 \leq -\varepsilon_f (\delta^{p_k}_m)^2$ for some $x^k + s^k \in S^k$, set $x^{k+1} \leftarrow x^k + s^k$ and $\delta^{p+1}_p \leftarrow \min{\tau^{-1}2\delta^{p}_p, \tau^{-\hat{z}}}$ and go to [4]. Go to [3].</td>
</tr>
<tr>
<td>4. Poll</td>
<td>Select a positive spanning set $D^k$ such that $x^k + \delta^{p}_m d \in F^k$ for all $d \in D^k$. Obtain estimates $f_0^k$ and $f_s^k$ of $f(x^k)$ and $f(x^k + s^k)$, respectively, using blackbox evaluations.</td>
</tr>
<tr>
<td>Success</td>
<td>If $f^{k}_0 - f^{k}_0 \leq -\varepsilon_f (\delta^{p}_m)^2$ for some $x^k + s^k \in D^k$, set $x^{k+1} \leftarrow x^k + s^k$ and $\delta^{p+1}_p \leftarrow \tau^{-1}2\delta^{p}_p$.</td>
</tr>
<tr>
<td>Failure</td>
<td>Certain failure: Otherwise if $f^{k}_0 - f^{k}_0 \geq \gamma \varepsilon_f (\delta^{p}_m)^2$ for all $s^k \in D^k$, set $x^{k+1} \leftarrow x^k$ and $\delta^{p+1}_p \leftarrow \tau\delta^{p}_p$.</td>
</tr>
<tr>
<td>Uncertain failure: Otherwise, set $x^{k+1} \leftarrow x^k$ and $\delta^{p+1}_p \leftarrow \tau\delta^{p}_p$.</td>
<td></td>
</tr>
<tr>
<td>5. Termination</td>
<td>If $\delta^{p}<em>m \geq \varepsilon</em>{stop}$, set $k \leftarrow k + 1$ and go to [1]. Otherwise stop.</td>
</tr>
</tbody>
</table>

![Figure 2: Pseudo code of the StoMADS algorithm. At iteration $k$, during the SEARCH or POLL, success or failure is determined using information provided by both estimates $f_0^k$ and $f_s^k$ in order to update the current iterate $x^k$ and the frame size parameter $\delta^{p_k}_m$. A new iteration is then initiated with a new mesh size parameter $\delta^{p+1}_m$ unless a stopping criterion is met.](image-url)
Definition 3 A sequence of random estimates \( \{F_0^k, F_s^k\} \) is said to be \( \beta \)-probabilistically \( \varepsilon_f \)-accurate with respect to the corresponding sequence \( \{X^k, S^k, \Delta^k_p\} \) if the events

\[
J_k = \{F_0^k, F_s^k\}, \text{ are } \varepsilon_f \text{-accurate estimates of } f(x^k) \text{ and } f(x^k + s^k), \text{ respectively}
\]
satisfy the following submartingale-like condition

\[
\mathbb{P} (J_k \mid \mathcal{F}_{k-1}^{p}) = \mathbb{E} (1_{J_k} \mid \mathcal{F}_{k-1}^{p}) \geq \beta,
\]
where \( 1_{J_k} \) denotes the indicator function of the event \( J_k \), that is \( 1_{J_k} = 1 \) if \( \omega \in J_k \) and 0 otherwise.

An iteration \( k \) is called “true” and an estimate is called “good” if \( 1_{J_k} = 1 \). Otherwise the iteration is called “false” and the estimate is called “bad”.

The following definition of \( p \)-integrable random variables [18] is useful for the analysis of Algorithm 1.

Definition 4 Let \( p \in [1, +\infty[ \) be an integer and \((\Omega, \mathcal{G}, \mathbb{P})\) be a probability space. Then the Space \( L^p(\Omega, \mathcal{G}, \mathbb{P})\) of so-called \( p \)-integrable random variables is the set of all real-valued random variables \( X \) such that

\[
\|X\|_p := \left( \int_{\Omega} |X(\omega)|^p \mathbb{P} \, d\omega \right)^{\frac{1}{p}} = (\mathbb{E}(|X|^p))^{\frac{1}{p}} < +\infty.
\]

In order for the random variable \( f(X^k) \) to be integrable so that the conditional expectation \( \mathbb{E}(f(X^k) \mid \mathcal{F}_{k-1}^{p}) \) can be well defined [18] for the needs of the analysis of StoMADS, the following is assumed.

Assumption 1 The objective function \( f \) is locally \( \tilde{L} \)-Lipschitz continuous everywhere and all iterates \( x^k \) generated by Algorithm 1 lie in a compact set \( \mathcal{X} \).

Note that a similar assumption was made in the stochastic framework of [19] in order to ensure that there exists an upper bound \( F_{\text{max}} \) satisfying \( f(x) \leq F_{\text{max}} \) for all \( x \) in a bounded and open set containing all the iterates \( x^k \) of the analyzed algorithm.

The following result shows that \( f(X^k) \) is integrable if Assumption 1 holds.

Proposition 2 If Assumption 1 holds, then both \( \Delta^k_p \) and \( f(X^k) \in L^1(\Omega, \mathcal{G}, \mathbb{P}) \) for all \( k \).

Proof. The function \( f \) is bounded on \( \mathcal{X} \) since \( f \) is locally Lipschitz and \( \mathcal{X} \) is compact. Consequently, there exists a finite constant \( F_{\text{max}} \) such that all the iterates \( x^k \) lying in \( \mathcal{X} \) satisfy \( |f(x^k)| \leq F_{\text{max}} \). In other words, all realizations \( f(X^k(\omega)) \) of the random variable \( f(X^k) \) satisfy \( |f(X^k(\omega))| \leq F_{\text{max}} \). Therefore, \( \mathbb{E}(|f(X^k)|) := \int_{\Omega} |f(X^k(\omega))| \mathbb{P} \, d\omega \leq F_{\text{max}} < +\infty \).

However, the integrability of \( \Delta^k_p \) and hence, that of \( \Delta^k_m \) follows straightforwardly from the fact that for all \( \omega \in \Omega \), \( \Delta^k_p(\omega) \leq \tau^{-\frac{p}{2}} \). Indeed, \( \mathbb{E}(|\Delta^k_p|) := \int_{\Omega} |\Delta^k_p(\omega)| \mathbb{P} \, d\omega \leq \tau^{-\frac{p}{2}} < +\infty \).

The following key assumption similar to that made in [38] on the nature of the stochastic information in Algorithm 1 will be useful for the convergence analysis presented in Section 3.

Assumption 2 Let \( \varepsilon_f > 0 \) be the constant of Proposition 1. The following holds for the random quantities derived from the algorithm:

(i) The sequence of estimates \( \{F_0^k, F_s^k\} \) generated by Algorithm 1 is \( \beta \)-probabilistically \( \varepsilon_f \)-accurate for some \( \beta \in (0, 1) \).

(ii) There exists \( \kappa_F > 0 \) such that the sequence of estimates \( \{F_0^k, F_s^k\} \) generated by Algorithm 1 satisfies the following \( \kappa_F \)-variance condition for all \( k \geq 0 \),

\[
\mathbb{E} \left( \left| F_s^k - f(X^k + S^k) \right|^2 \mid \mathcal{F}_{k-1}^{p} \right) \leq (\kappa_F)^2 (\Delta^k_p)^4
\]

and

\[
\mathbb{E} \left( \left| F_0^k - f(X^k) \right|^2 \mid \mathcal{F}_{k-1}^{p} \right) \leq (\kappa_F)^2 (\Delta^k_p)^4. \tag{2}
\]
Remark 1 In regard to Assumption 2, note that the role of the frame size parameter $\Delta^k_p$ in the stochastic framework of this work is twofold. First, it updates the resolution of the mesh (which, as it will be seen, gets infinitely fine) as mentioned earlier, and second, it adaptively controls the variance which again, as it will be seen, will be driven to zero when Algorithm 1 progresses, thus allowing it to reach a desired accuracy. Therefore, no other “control size” parameter is required for the analysis in order to control the variance as needed and described for the line search method proposed in [38]. As in [38], note that at point (ii) of Assumption 2, the integrability of random quantities $|F^k_0 - f(x^k)|^2$ and $|F^k_0 - f(x^k + S^k)|^2$ and hence straightforwardly that of $|F^k_0 - f(x^k)|$ and $|F^k_s - f(x^k + S^k)|$ is implicitly assumed for all $k$.

Using this key assumption on the accuracy of function estimates, a lower bound on $\beta$, defined in terms of $\tau, \kappa_k$ and $\varepsilon_f$ will be derived, under which convergence of Algorithm 1 holds. Before delving into the convergence analysis at Section 3, next is stated and proved a useful lemma slightly modified from [38], showing the relationship between the variance assumption on the function values and the probability of obtaining bad estimates.

Lemma 1 Let Assumption 2 hold. Suppose $\{X^k, F^k_0, F^k_s, \Delta^k_p\}$ is a random process generated by Algorithm 1. Then for every $k \geq 0$,

$$
\mathbb{E}\left( \mathbb{1}_{\mathcal{J}_k} |F^k_s - f(x^k + S^k)| \mid \mathcal{F}^F_{k-1} \right) \leq (1 - \beta)^{1/2} \kappa_F(\Delta^k_p)^2
$$

and

$$
\mathbb{E}\left( \mathbb{1}_{\mathcal{J}_k} |F^k_0 - f(x^k)| \mid \mathcal{F}^F_{k-1} \right) \leq (1 - \beta)^{1/2} \kappa_F(\Delta^k_p)^2.
$$

Proof. The result is shown for $F^k_0 - f(x^k)$ using ideas derived from [38], specifically by making use of the conditional Cauchy-Schwarz inequality [18], but the proof for $F^k_s - f(x^k + S^k)$ is the same. However, the proof here is slightly modified compared to that in [38] in order to emphasize the integrability of the random variables that define the conditional expectations.

Since it follows from Assumption 2 that $|F^k_0 - f(x^k)| \in \mathbb{L}^2(\Omega, \mathcal{G}, \mathbb{P})$ and that $\mathbb{1}_{\mathcal{J}_k} |F^k_0 - f(x^k)| \in \mathbb{L}^1(\Omega, \mathcal{G}, \mathbb{P})$ trivially, then $\mathbb{1}_{\mathcal{J}_k} |F^k_0 - f(x^k)| \in \mathbb{L}^1(\Omega, \mathcal{G}, \mathbb{P})$ thanks to the Cauchy-Schwarz inequality [18]. Thus, it follows from the conditional Cauchy-Schwarz inequality that

$$
\mathbb{E}\left( \mathbb{1}_{\mathcal{J}_k} |F^k_0 - f(x^k)| \mid \mathcal{F}^F_{k-1} \right) \leq \left[ \mathbb{E}\left( \mathbb{1}_{\mathcal{J}_k} |F^F_{k-1}| \right)^{1/2} \mathbb{E}\left( (F^k_0 - f(x^k))^2 \mid \mathcal{F}^F_{k-1} \right) \right]^{1/2}
$$

$$
\leq (1 - \beta)^{1/2} \kappa_F(\Delta^k_p)^2,
$$

where the last inequality follows from (2) and the fact that $\mathbb{E}\left( \mathbb{1}_{\mathcal{J}_k} \mid \mathcal{F}^F_{k-1} \right) = \mathbb{P}(\mathcal{J}_k \mid \mathcal{F}^F_{k-1}) \leq 1 - \beta$ thanks to the point (i) of Assumption 2. 

\[
\square
\]

2.3 Computation of probabilistic estimates

This section demonstrates how random estimates $F^k_0$ and $F^k_s$ satisfying Assumption 2 can be constructed in a simple random noise framework and hence how deterministic estimates $f^k_0$ and $f^k_s$ can be obtained using evaluations of the blackbox $f_\Theta$. However, note that since full details about such estimates construction are already provided in [23, 38, 40], they are not provided here again.

Now recall that $f_\Theta$ denotes the noisy available blackbox which is the computable version of the numerically unavailable objective $f$ and consider the following typical noise assumption often used in stochastic optimization literature [23], i.e., suppose that the noise $\Theta$ is unbiased for all $f$, that is,

$$
\mathbb{E}_\Theta[f_\Theta(x)] = f(x), \quad \text{for all } x,
$$

and

$$
\text{Var}_\Theta[f_\Theta(x)] \leq V < +\infty, \quad \text{for all } x,
$$

where $V > 0$ is a constant. Let $\Theta_1, \Theta_2, \Theta_3$ and $\Theta_4$ be four independent random variables following the same distribution as $\Theta$. Define estimates $F^k_0$ and $F^k_s$ respectively by $F^k_0 = \frac{1}{p^k} \sum_{i=1}^{p^k} f_{\Theta_1,i}(x^k)$ and $F^k_s = \frac{1}{p^k} \sum_{i=1}^{p^k} f_{\Theta_2,i}(x^k + S^k)$, where $p^k$ denotes the sample size, $\Theta_{1,1}, \Theta_{1,2}, \ldots, \Theta_{1,p^k}$ and $\Theta_{2,1}, \Theta_{2,2}, \ldots, \Theta_{2,p^k}$ are
independent random samples of $\Theta_1$ and $\Theta_2$ respectively. Thus, the random estimates $F_k^0$ and $F_k^s$ satisfy Assumption 2, provided that $p^k \geq \frac{V}{(\epsilon \gamma)^2 (\delta^3)^2 (1 - \sqrt{\delta})}$. By using the fact that the deterministic estimates $f_k^0$ and $f_k^s$ are realizations of $F_k^0$ and $F_k^s$, respectively, it is then obvious to notice that their respective values can be obtained by averaging $p^k$ realizations of $f_k$, resulting from the evaluations of the stochastic blackbox, respectively at $x^k$ and $x^k + s^k$.

Finally, the following technique using fewer blackbox evaluations is proposed especially for blackboxes that are expensive in term of evaluations. First, recall that $x^{k+1} = x^k + s^k$ and $x^{k+1} = x^k$ respectively on successful and unsuccessful iterations and denote by $n_k$ the number of blackbox evaluations at a given point when constructing an estimate at the iteration $x^k$, and $x^{k+1}$ be independent random samples of $\Theta_3$ and $\Theta_4$, respectively. Then, when the iteration $k$ is successful, by noticing that $f_k^s = \frac{1}{n} \sum_{i=1}^{n} f_{\theta_i, j}(x^k + s^k)$, the estimate $f_k^{s+1}$ of $f(x^{k+1})$ is computed according to

$$f_k^{s+1} = \frac{n_k f_k^s + \sum_{j=1}^{n_k} f_{\theta_j, j}(x^{k+1})}{p^{k+1}} \quad (3)$$

where $p^{k+1} = n_k + n^{k+1}$, while after an unsuccessful iteration $k$, $f_k^{s+1}$ is given by

$$f_k^{s+1} = \frac{p_k f_k^0 + \sum_{j=1}^{n_k} f_{\theta_j, j}(x^{k+1})}{p^{k+1}} \quad (4)$$

where $p^{k+1} = p_k + n^{k+1}$, $\theta_{3,j}$ and $\theta_{4,j}$, $j \in \{1, 2, \ldots, n^{k+1}\}$, are the realizations, respectively, of the random variables $\Theta_{3,j}$ and $\Theta_{4,j}$. Indeed, this procedure used in Section 4, improves the estimates accuracy by making use of available samples at the current iterate during estimates computation, thus avoiding additional blackbox evaluations and seems to be very useful for blackboxes that are expensive in term of evaluations.

## 3 Convergence analysis

This section presents convergence results of StoMADS using ideas inspired by [23, 34, 38]. They are the stochastic variant of those of [7] for MADS. The first result is a zero-order result [8], i.e, there exists a subsequence of the StoMADS random iterates with realizations on meshes getting infinitely fine and which converges to a limit with probability one. More formally, StoMADS generates a convergent sequence $(X^k)_{k \in K}$ of random iterates such that $\lim_{k \in K} X^k = X$ almost surely provided that $\lim_{k \rightarrow +\infty} \Delta_m = 0$ with probability one; a result which is stronger than the liminf-type result of [7] about the convergence of the sequence of mesh size parameters. Then, under assumptions of the compactness of the set containing all iterates and local Lipschitz continuity of $f$, a stochastic variant of the first-order necessary optimality condition [7, 9] via the Clarke derivative [24] is proved.

### 3.1 Zero-order convergence

In order to prove the existence of an almost surely convergent subsequence of StoMADS random iterates with realizations on meshes getting infinitely fine, it is first proved that with probability one, the sequence of random mesh size parameters converges to zero almost surely and then, there exists an almost surely convergent subsequence of StoMADS random iterates.

The following lemma similar to those derived in [23, 38], guarantees an amount of decrease in the objective function $f$ when true successful iterations occur.

**Lemma 2** Let $\epsilon_f > 0$ and $\gamma > 2$ be fixed constants and suppose $\{f_0^k, f_s^k\}$ are $\epsilon_f$-accurate estimates. If the iteration is successful, then the improvement in $f$ is bounded as follows

$$f(x^{k+1}) - f(x^k) \leq - (\gamma - 2) \epsilon_f (\delta_p^k)^2. \quad (5)$$
Proof. Since the iteration is successful and because the estimates are $\varepsilon_f$-accurate,
\[
  f(x^k + s^k) - f(x^k) = f(x^k + s^k) - f(x^k) + (f(x^k + s^k) - f(x^k)) + f(x^k) - f(x^k)
\]
\[
  \leq \varepsilon_f (\delta_P)^2 - \gamma \varepsilon_f (\delta_P)^2 + \varepsilon_f (\delta_P)^2
\]
\[
  \leq - (\gamma - 2) \varepsilon_f (\delta_P)^2.
\]

Before proving the following theorem that provides a result which is similar to that obtained in [23] and which represents the corner stone of the convergence results in the present work, the following assumption on $f$ is needed.

Assumption 3 Assume that the function $f$ is bounded from below, i.e., there exists $f_{\min} \in \mathbb{R}$ such that $-\infty < f_{\min} \leq f(x)$, for all $x \in \mathbb{R}^n$.

The following theorem states that the sequence of mesh size parameter $\{\Delta_m^k\}$ converges to zero with probability one.

Theorem 1 Let Assumption 3 be satisfied. Let $\varepsilon_f > 0$, $\tau \in (0,1) \cap \mathbb{Q}$ and $\gamma > 2$. Let $\nu \in (0,1)$ be chosen such that
\[
  \frac{\nu}{1-\nu} \geq \frac{2(\tau^{-4} - 1)}{\varepsilon_f (\gamma - 2)},
\]
and assume that Assumption 2 holds for $\beta \in (1/2,1)$ chosen such that
\[
  \frac{\beta}{\sqrt{1-\beta}} \geq \frac{4\nu \kappa_F}{(1-\nu)(1-\tau^2)}.
\]
Then the sequence of mesh size parameter $\{\Delta_m^k\}$, generated by Algorithm 1 satisfies
\[
  \sum_{k=0}^{+\infty} \Delta_m^k < +\infty \quad \text{almost surely.}
\]

Proof. This theorem is proved, using techniques and ideas derived from [23, 34, 38] and making use of properties of the following random function
\[
  \Phi_k = \nu(f(x^k) - f_{\min}) + (1-\nu)(\Delta_m^k)^2,
\]
a similar of which is used in [23, 34], where $\nu \in (0,1)$ is a fixed constant specified below. Recall that $\Delta_m^k = \min\{\Delta_m^k, (\Delta_m^k)^2\}$ and note that $\Phi_k \in L^1(\Omega, \mathcal{G}, \mathbb{P})$ according to Proposition 2, which implies that the conditional expectation $\mathbb{E}(\Phi_{k+1} | \mathcal{F}_{k-1})$ is well defined for all $k$.

The overall goal is to show that there exists a constant $\eta > 0$ such that for all $k$,
\[
  \mathbb{E}(\Phi_{k+1} - \Phi_k | \mathcal{F}_{k-1}) \leq -\eta (\Delta_m^k)^2 < 0.
\]
Indeed, assume (9) holds on every iteration. Since $f$ is bounded from below by $f_{\min}$ and $\Delta_m^k$ is positive, then $\Phi_k$ is bounded from below for all $k$. Hence, summing over $k \in \mathbb{N}$ and taking expectations on both sides of (9), lead to the conclusion that (8) holds with probability 1. Thus, to prove the theorem, it is needed to prove that on each iteration (9) holds.

The proof of this theorem considers two separate cases: good estimates and bad estimates, each of which will be broken into whether an iteration is successful, an unsuccessful iteration is certain or uncertain. For the sake of clarity of the analysis, let introduce the following events as suggested in [38]:
\[
  S := \{\text{The iteration is successful}\}, \quad \bar{S} := \{\text{The iteration is unsuccessful}\},
\]
\[
  \bar{S}^C := \{\text{The unsuccessful iteration is certain}\}, \quad \bar{S}^C := \{\text{The unsuccessful iteration is uncertain}\}.
\]
Case 1 (Good estimates, \(I_{J_k} = 1\)). It will be shown that \(\Phi_k\) decreases no matter what type of iteration occurs and that the smallest decrease happens on the uncertain unsuccessful iteration. Thus, this case dominates the other two thus leading overall to the conclusion that

\[
\mathbb{E}(I_{J_k}(\Phi_{k+1} - \Phi_k) | F_{k-1}) \leq -\beta(1 - \nu)(1 - \tau^2)(\Delta_p^k)^2.
\]

(i) **Successful iteration** (\(I_S = 1\)). The iteration is successful and estimates are good so a decrease in the objective \(f\) occurs, specifically, lemma 2 applies:

\[
I_{J_k}I_S \nu(f(X^{k+1}) - f(X^k)) \leq -I_{J_k}I_S\nu(\gamma - 2)\varepsilon_f(\Delta_p^k)^2
\]

As the iteration is successful, \(\Delta_p^{k+1} = \min\{\tau^{-2}\Delta_p^k, \tau^{-\delta}\}\). Consequently,

\[
I_{J_k}I_S(1 - \nu)[(\Delta_p^{k+1})^2 - (\Delta_p^k)^2] \leq I_{J_k}I_S(1 - \nu)(\tau^{-4} - 1)(\Delta_p^k)^2.
\]

\(\nu\) is chosen large enough so that the right-hand side term of (13) dominates that of (14), i.e,

\[
-\nu(\gamma - 2)\varepsilon_f(\Delta_p^k)^2 + (1 - \nu)(\tau^{-4} - 1)(\Delta_p^k)^2 \leq -\frac{1}{2}\nu(\gamma - 2)\varepsilon_f(\Delta_p^k)^2,
\]

which is equivalent to Equation (6). Then, the combination of (13) and (14) leads to

\[
I_{J_k}I_S(\Phi_{k+1} - \Phi_k) \leq -I_{J_k}I_S\frac{1}{2}\nu(\gamma - 2)\varepsilon_f(\Delta_p^k)^2.
\]

(ii) **Certain unsuccessful iteration** (\(I_{SC} = 1\)). The iteration is unsuccessful, so there is a change of 0 in the function values while \(\Delta_p^k\) decreases. Hence,

\[
I_{J_k}I_SW(\Phi_{k+1} - \Phi_k) \leq -I_{J_k}I_W(1 - \nu)(1 - \tau^4)(\Delta_p^k)^2
\]

(iii) **Uncertain unsuccessful iteration** (\(I_{SC} = 1\)). It is easy to notice that the behavior of Algorithm 1 at uncertain unsuccessful iteration is obtained from that at certain unsuccessful iteration simply by replacing \(\tau^2\) by \(\tau\). Thus, the bound in the change of \(\Phi_k\) follows straightforwardly from (17) by replacing \(I_{SC}\) by \(I_{SC}\) and \(\tau^4\) by \(\tau^2\) as follows

\[
I_{J_k}I_SI_{SC}(\Phi_{k+1} - \Phi_k) \leq -I_{J_k}I_SI_{SC}(1 - \nu)(1 - \tau^2)(\Delta_p^k)^2.
\]

\(\nu\) is chosen large enough so that uncertain unsuccessful iterations, specifically (18), provide the worst case decrease when compared to (16) and (17). More precisely, \(\nu\) is chosen according to

\[
-\frac{1}{2}\nu(\gamma - 2)\varepsilon_f(\Delta_p^k)^2 \leq -(1 - \nu)(1 - \tau^2)(\Delta_p^k)^2 \leq -(1 - \nu)(1 - \tau^2)(\Delta_p^k)^2,
\]

but using inequalities \(1 - \tau^2 < 1 - \tau^4 < \tau^{-4} - 1\), it can be noticed that (19) is satisfied whenever \(\nu\) is chosen according to (15).

Thus, in the case of accurate estimates, using (16), (17), (18) and (19), the change in \(\Phi_k\) is bounded by

\[
\mathbb{E}(I_{J_k}(\Phi_{k+1} - \Phi_k) | F_{k-1}) \leq -I_{J_k}(1 - \nu)(1 - \tau^2)(\Delta_p^k)^2.
\]

Taking conditional expectations with respect to \(F_{k-1}\) in both sides of (20) and using assumption 2, lead to (12).

Case 2 (Bad estimates, \(I_{J_k} = 1\)). Because of bad estimates, the algorithm can accept an iterate which leads to an increase in \(f\) and \(\Delta_p^k\), and hence in \(\Phi_k\). To control this increase in \(\Phi_k\), the variance in the function estimates is bounded making use of (2). Then, the probability of outcome (Case 2) is adjusted to be sufficiently small in order to ensure that in expectation, \(\Phi_k\) is sufficiently reduced. More precisely, it will be proved that

\[
\mathbb{E}(I_{J_k}(\Phi_{k+1} - \Phi_k) | F_{k-1}) \leq 2\nu(1 - \beta)^{1/2}\kappa_f(\Delta_p^k)^2.
\]
Whenever bad estimates occur, a successful iteration leads to the following bound
\[
\mathbf{1}_{\hat{J}_k} \mathbf{1}_S \nu (f(X^{k+1}) - f(X^k)) \leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S \nu \left( |F^k_s - F^k_0| + |f(X^{k+1}) - F^k_s| + |F^k_0 - f(X^k)| \right) \\
\leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S \nu \left( -\gamma \varepsilon f(\Delta^k_p)^2 + |f(X^{k+1}) - F^k_s| + |F^k_0 - f(X^k)| \right)
\]
where the last inequality is due to the decrease condition \( F^k_s - F^k_0 \leq -\gamma \varepsilon f(\Delta^k_p)^2 \) which holds at every successful iterations. As before, let consider three separate cases.

(i) **Successful iteration** (\( \mathbf{1}_S = 1 \)). Since the iteration is successful, then as in Case 1, \( \Delta^{k+1}_p = \min\{\tau^{-2} \Delta^k_p, \tau^{-\frac{1}{2}}\} \).

By noticing that choosing \( \nu \) according to (15) implies
\[
-\nu \gamma \varepsilon f(\Delta^k_p)^2 + (1-\nu)(\tau^{-4} - 1)(\Delta^k_p)^2 \leq 0,
\]
then, combining (22) and (23) leads to
\[
\mathbf{1}_{\hat{J}_k} \mathbf{1}_S (\Phi_{k+1} - \Phi_k) \leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S (\nu |f(X^{k+1}) - F^k_s| + \nu |F^k_0 - f(X^k)|)
\]

(ii) **Certain unsuccessful iteration** (\( \mathbf{1}_{\hat{S}^c} = 1 \)). Since \( \Delta^k_p \) is decreased and the change in function values is 0, then the bound in the change of \( \Phi_k \) follows straightforwardly from that obtained in (17) by replacing \( \mathbf{1}_{j_k} \) by \( \mathbf{1}_{\hat{J}_k} \).

Specifically,
\[
\mathbf{1}_{\hat{J}_k} \mathbf{1}_S \mathbf{1}_{\hat{S}^c} (\Phi_{k+1} - \Phi_k) \leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S \mathbf{1}_{\hat{S}^c} (1-\nu)(1-\tau^4)(\Delta^k_p)^2 \\
\leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S \mathbf{1}_{\hat{S}^c} (1-\nu)(1-\tau^2)(\Delta^k_p)^2
\]

(iv) **Uncertain unsuccessful iteration** (\( \mathbf{1}_{\hat{S}^c} = 1 \)). Here again, the bound in the change of \( \Phi_k \) is derived from that obtained in (18), simply by replacing \( \mathbf{1}_{j_k} \) by \( \mathbf{1}_{\hat{J}_k} \).

Specifically,
\[
\mathbf{1}_{\hat{J}_k} \mathbf{1}_S \mathbf{1}_{\hat{S}^c} (\Phi_{k+1} - \Phi_k) \leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S \mathbf{1}_{\hat{S}^c} (1-\nu)(1-\tau^2)(\Delta^k_p)^2
\]

By noticing that \( \hat{S}^c \cup \hat{S}^c = \hat{S} \), then combining (26) and (27) leads to
\[
\mathbf{1}_{\hat{J}_k} \mathbf{1}_S (\Phi_{k+1} - \Phi_k) \leq \mathbf{1}_{\hat{J}_k} \mathbf{1}_S (1-\nu)(1-\tau^2)(\Delta^k_p)^2.
\]

Finally, since (25) dominates (28), then in all three cases,
\[
\mathbf{1}_{\hat{J}_k} (\Phi_{k+1} - \Phi_k) \leq \mathbf{1}_{\hat{J}_k} (\nu |f(X^{k+1}) - F^k_s| + \nu |F^k_0 - f(X^k)|).
\]

Taking expectation of (29) and applying lemma 1 leads to (21).

Now, combining expectations (12) and (21) leads to
\[
\mathbb{E} (\Phi_{k+1} - \Phi_k \mid F^E_{k-1}) = \mathbb{E} ((\mathbf{1}_{j_k} + \mathbf{1}_{\hat{J}_k})(\Phi_{k+1} - \Phi_k) \mid F^E_{k-1}) \\
\leq -\beta (1-\nu)(1-\tau^2)(\Delta^k_p)^2 + 2\nu (1-\beta)^{1/2} \kappa_F (\Delta^k_p)^2 \\
\leq \left[ -\beta (1-\nu)(1-\tau^2) + 2\nu \kappa_F (1-\beta)^{1/2} \right] (\Delta^k_p)^2.
\]

Then, choosing \( \beta \) in \( (1/2, 1) \) according to (7) ensures that
\[
-\beta (1-\nu)(1-\tau^2) + 2\nu \kappa_F (1-\beta)^{1/2} \leq -\frac{1}{2} \beta (1-\nu)(1-\tau^2).
\]

Hence, Equation (9) follows from (30) and (31) with \( \eta = \frac{1}{2} \beta (1-\nu)(1-\tau^2) > 0 \), and the proof follows by noticing that \( \Delta^k_m = \min\{\Delta^k_p, (\Delta^k_k)^2\} \).

The following result shows that with probability one, all realizations of random iterates \( X^k \) generated by StoMADS lie on meshes getting infinitely fine.
Corollary 1 Let the same assumptions that were made in Theorem 1 hold. Then, almost surely,

\[ \lim_{{k \rightarrow +\infty}} \Delta^k_m = 0. \]  

(32)

Proof. It follows from Theorem 1 that \( \sum_{k=0}^{+\infty} \Delta^k_m < +\infty \) almost surely. As a consequence, the sequence \( \{\Delta^k_m\}_{k \in \mathbb{N}} \) of mesh size parameters converges to zero almost surely.

Remark 2 Let emphasize that this latter result (32) is stronger than the one obtained in the deterministic framework of the MADS algorithm where it has been proved that \( \liminf_{k \rightarrow +\infty} \delta^k_m = 0 \). Indeed, unlike the deterministic framework of the MADS algorithm where available outputs of the objective function \( f \) are directly compared in order to ensure improvement, such a behavior of the random sequence of mesh size parameters in the present stochastic framework is due to the use of a sufficient decrease condition in the definition of iteration types (see Proposition 1 and Definition 2). Note that a similar remark about the convergence to zero of a whole sequence of step size parameters is made in [26] when a sufficient decrease condition had been imposed in the analyzed “Directional direct-search method”.

Remark 3 Since the sequence \( \{\Delta^k_m\}_{k \in \mathbb{N}} \) converges to zero almost surely according to Theorem 1, then both conditions of Assumption 2 (ii), that adaptively control the variance in function estimates, drive the variance to zero, thus allowing Algorithm 1 to reach a desired accuracy where function estimates are representatives of their corresponding true function values.

Next, in order to show the existence of convergent subsequences of StoMADS iterates, let introduce the following definition which is similar to that in [9].

Definition 5 A convergent subsequence \( \{x^k\}_{k \in K} \) of the StoMADS iterates (for some subset of indices \( K \)), is said to be a refining subsequence, if and only if \( \{\delta^k_m\}_{k \in K} \) converges to zero. The limit \( \hat{x} \) of \( \{x^k\}_{k \in K} \) is called a refined point.

The existence of convergent refining subsequences was proved by Audet and Dennis in the deterministic framework of the Generalized Pattern Search (GPS) [6] algorithm under assumptions including that according to which all the iterates generated by GPS lie in a compact set. These authors then generalized the proof to the framework of the MADS algorithm in [7], but with the latter assumption replaced by that according to which all the iterates produced by MADS belong to the level set \( \mathcal{L}(f(x^0)) := \{x \in \mathbb{R}^n : f(x) \leq f(x^0)\} \) supposed to be bounded. For both algorithms, the refining subsequences was shown to be subsequences of mesh local optimizers on meshes getting infinitely fine. However, note that while in a deterministic framework, the objective values \( f(x) \) can never increase from one iteration to another, the challenge as well of the analysis of StoMADS in the present stochastic framework as in those of related works [19, 23, 38, 40] lies in the fact that the iterates produced can lie outside the initial level set \( \mathcal{L}(f(x^0)) \) since the objective values \( f(x) \) can possibly increase easily between successive iterations. In other words, StoMADS “can venture outside the initial level set” [23]. Thus, motivated by these latter remarks, the following theorem is proved under Assumption 1, i.e, the same that was used in [6], in order to make the analysis simpler.

Theorem 2 Let the assumptions that were made in Theorem 1 and Assumption 1 hold. Then, there exists at least one almost surely convergent refining subsequence \( \{X^k\}_{k \in K} \).

Proof. The proof uses ideas derived from [6]. The result is proved by making use of the event \( V = \{\omega \in \Omega : \lim_{{k \rightarrow +\infty}} \Delta^k_m(\omega) = 0\} \) that is almost sure thanks to Corollary 1.

For all \( \omega \in V \), \( \{X^k(\omega)\}_{k \in \mathbb{N}} \) is a sequence of iterates on meshes getting infinitely fine. It therefore follows from the compactness hypothesis of Assumption 1 that there exists a subset of indices \( K \subset \mathbb{N} \) for which the subsequence \( \{X^k(\omega)\}_{k \in K} \) converges. Denote by \( \hat{X}(\omega) \) the limit of \( \{X^k(\omega)\}_{k \in K} \). The proof follows by noticing that \( V \subseteq \{\omega \in \Omega : \lim_{k \in K} X^k(\omega) = \hat{X}(\omega)\} \).
3.2 Nonsmooth optimality conditions

The main goal of this subsection is to show with probability one that, any refined point \( \hat{X} \) derived in Theorem 2 satisfies a stochastic variant of the first-order necessary optimality condition via the Clarke derivative stated as Theorem 6.9 in [9].

One of the most important requirements on which the Clarke optimality result relies is that the search directions \( d^k \) should be chosen in such a way that the sequence \( \{\delta^k_p \| d^k \|_\infty \}_{k \in \mathbb{N}} \) converges to zero while \( \{\delta^k_m \| d^k \|_\infty \}_{k \in \mathbb{N}} \) does not, even though both sequences of mesh and frame size parameters converge to zero. Thus, in order for such expectations to be met, the analysis in this subsection assumes that the columns of the matrix \( D \), used in the definition of the mesh \( M^k \), are the two positive and negative coordinate directions, the initial frame size parameter \( \delta^0_m \) equals 1, the mesh refining parameter \( \tau \) equals \( 1/2 \) and moreover, all search directions used in Algorithm 1 during the POLL step are generated by Algorithm 2 taken from [9]. Note that under these previous assumptions, the sequence \( \{\delta^k_m \| d^k \|_\infty \}_{k \in \mathbb{N}} \) is shown in [9] to converge to zero. However, \( \delta^k_p \| d^k \|_\infty \geq 1 \) for large values of \( k \). Indeed, consider \( d^k = \text{round} \left( \frac{\delta^k_p}{\delta^k_m \| h \|_\infty} h \right), \) where \( h = (h^1, h^2, \ldots, h^n)^\top \) is a column of the Householder matrix \( H^k \), an index \( j \) such that \( \| h^j \| = \| h \|_\infty \) and \( k_0 \) such that \( \delta^k_p \leq 1 \) for all \( k \geq k_0 \). Then, for all \( k \geq k_0 \), \( \delta^k_p \| d^k \|_\infty \geq 1 \) since \( 1/\delta^k_p \) is an integer and

\[
\delta^k_p \text{ round} \left( \frac{\delta^k_p}{\delta^k_m \| h \|_\infty} h^j \right) = \delta^k_p \text{ round} \left( \frac{1}{\delta^k_p} \right) = 1.
\]

Note also that in Algorithm 2, the Householder matrix is denoted by \( H^k \) instead of \( H^k \) [9] so that it is not considered as a random matrix.

**Algorithm 2:** Creating the set \( D^k_p \) of poll directions

1. Given \( v^k \in \mathbb{R}^n \) with \( \| v^k \| = 1 \) and \( \delta^k_p \geq \delta^k_m > 0 \)
2. [1] Create Householder matrix
3. \hspace{1em} Use \( v^k \) to create its associated Householder matrix \( H^k = I - 2v^k v^k\top \in \mathbb{R}^{n \times n} \)
4. \hspace{1em} and let \( H^k = [h_1, h_2, \ldots, h_n] \)
5. [2] Create poll set
6. \hspace{1em} Define \( B^k = (b_1, b_2, \ldots, b_n) \) with \( b_j = \text{round} \left( \frac{v^k_j}{\| v^k \|_\infty} h_j \right) \in \mathbb{Z}^n \)
7. \hspace{1em} set \( D^k_p = B^k \cup (-B^k) \)

The following auxiliary result [16, 23] taken from martingale literature [29] will be useful later in the analysis.

**Theorem 3** Let \( \{G_k\}_{k \in \mathbb{N}} \) be a submartingale, i.e., a sequence of random variables which, for every \( k \in \mathbb{N}, \) satisfy

\[
\mathbb{E} \left( G_k \big| \mathcal{F}_{k-1}^G \right) \geq G_{k-1},
\]

where \( \mathcal{F}_{k-1}^G = \sigma(G_0, G_1, \ldots, G_{k-1}) \) is the \( \sigma \)-algebra generated by \( G_0, G_1, \ldots, G_{k-1} \), and \( \mathbb{E}(G_k \big| \mathcal{F}_{k-1}^G) \) denotes the conditional expectation of \( G_k \), given the past history of events \( \mathcal{F}_{k-1}^G \). Assume further that \( G_k - G_{k-1} \leq M < +\infty \), for every \( k \). Then,

\[
\mathbb{P} \left( \left\{ \lim_{k \to \infty} G_k < \infty \right\} \cup \left\{ \limsup_{k \to \infty} G_k = \infty \right\} \right) = 1.
\]

The properties of the random function \( \Psi_k \) introduced next will be useful for the proof of the optimality result via the Clarke derivative in Theorem 5.

**Theorem 4** Let the same assumptions that were made in Theorem 1 hold. Define the random function \( \Psi_k \) with realizations \( \psi_k \) as follows

\[
\psi_k = \frac{f(x^k) - f(x^k + \delta^k_m d)}{\delta^k_p},
\]
where $d \in D^k_p$ is any direction used by StoMADS and that is generated by Algorithm 2. Then, almost surely,

$$\liminf_{k \to +\infty} \Psi_k \leq 0. \quad (33)$$

**Proof.** Using ideas in the proof of the liminf-type first-order convergence result in [23], this result is proved by contradiction conditioned on the event $V' = \{ \lim_{k \to +\infty} \Delta^k_p = 0 \}$ that is almost sure thanks to Corollary 1. All that follows is conditioned on $V'$. Assume that there exists $\epsilon > 0$ such that, with positive probability,

$$\Psi_k \geq \epsilon(\gamma + 2), \quad \text{for all } k \in \mathbb{N}, \quad (34)$$

where $\gamma \in (2, +\infty)$ is the same constant in Algorithm 1 and recall that $s^k = \delta^k_m d$ for all $k$. Let $\{x^k\}_{k \in \mathbb{N}}$, $\{\delta^k\}_{k \in \mathbb{N}}$ and $\{s^k\}_{k \in \mathbb{N}}$ be realizations of $\{X^k\}_{k \in \mathbb{N}}$, $\{\Delta^k\}_{k \in \mathbb{N}}$ and $\{S^k\}_{k \in \mathbb{N}}$, respectively for which $\Psi_k \geq \epsilon(\gamma + 2)$, for all $k \in \mathbb{N}$. Since $\lim_{k \to +\infty} \delta^k_p = 0$ because of the conditioning on $V'$, there exists $k_0 \in \mathbb{N}$ such that

$$\delta^k_p < \lambda := \min \left\{ \frac{\epsilon}{\varepsilon_f}, \tau^{2-\frac{\varepsilon_f}{\delta^k_p}} \right\}, \quad \text{for all } k \geq k_0. \quad (35)$$

Define the random variable $R_k$ with realizations $r_k = -\frac{1}{2} \log_\tau \left( \frac{\delta^k_p}{\lambda} \right)$. Then, $r_k < 0$ for all $k \geq k_0$. The main idea of the proof is to show that such realizations occur only with probability zero, hence obtaining a contradiction. In order to first show that $R_k$ is a submartingale, recall the events $J_k$ in the Definition 3 for some $\varepsilon_f \in (0, 1)$ and consider some iterate $k \geq k_0$ for which $J_k$ occurs, which happens with probability at least $\beta > 1/2$ thanks to Theorem 1. Now, noticing that (34) and (35) imply

$$f(x^k + s^k) - f(x^k) \leq -\epsilon(\gamma + 2)\delta^k_p \leq -\varepsilon_f(\gamma + 2)(\delta^k_p)^2, \quad \text{for all } k \geq k_0,$$

then, for all $k \geq k_0$,

$$f_{s^k} - f_{0}^k = [f(x^k + s^k) - f(x^k)] + [f(x^k) - f_0^k] + [f_s^k - f(x^k + s^k)] \leq -\varepsilon_f(\gamma + 2)(\delta^k_p)^2 + 2\varepsilon_f(\delta^k_p)^2 = -\gamma\varepsilon_f(\delta^k_p)^2.$$

Hence, the $k$-th iteration of Algorithm 1 is successful, so the frame size parameter $\delta^k_p$ is updated according to $\delta^{k+1}_p = \tau^{-2}\delta^k_p$ since $\delta^k_p < \tau^{2-\frac{\varepsilon_f}{\delta^k_p}}$. Consequently, $r_{k+1} = r_k + 1$.

Let $F^l_{k-1} = \sigma(J_0, J_1, \ldots, J_{k-1})$. If $1_{J_k} = 0$, which occurs with probability at most $1 - \beta$, then the inequality $\delta^{k+1}_p \geq \tau^2\delta^k_p$ always holds, which implies that $r_{k+1} \geq r_k - 1$. Thus,

$$\mathbb{E} (1_{J_k}(R_{k+1} - R_k)|F^l_{k-1}) = \mathbb{P} (J_k|F^l_{k-1}) \geq \beta$$

and

$$\mathbb{E} (1_{J_k}(R_{k+1} - R_k)|F^l_{k-1}) = -\mathbb{P} (J_k|F^l_{k-1}) \geq -1 + \beta - 1.$$  

Hence, $\mathbb{E} (R_{k+1} - R_k|F^l_{k-1}) \geq 2\beta - 1 > 0$, implying that $R_k$ is a submartingale.

Now, construct the following random walk $W_k$ on the same probability space as $R_k$, which will serve as a lower bound on $R_k$ and for which $\{\limsup_{k \to +\infty} W_k = +\infty\}$ holds almost surely

$$W_k = \sum_{i=0}^{k} (2 \cdot 1_{J_i} - 1).$$

From the submartingale-like property enforced in Definition 3, it easily follows that $W_k$ is a submartingale. In fact,

$$\mathbb{E} (W_k|F^l_{k-1}) = \mathbb{E} (W_{k-1}|F^l_{k-1}) + \mathbb{E} (2 \cdot 1_{J_k} - 1|F^l_{k-1})$$

$$= W_{k-1} + 2\mathbb{E} (1_{J_k}|F^l_{k-1}) - 1$$

$$= W_{k-1} + 2\mathbb{P} (J_k|F^l_{k-1}) - 1$$

$$\geq W_{k-1}. $$
Notice that the submartingale $W_k$ has ±1 and hence, bounded increments, whence cannot have a finite limit. Thus, it follows from Theorem 3 that the event \( \{ \limsup_{k \to +\infty} W_k = +\infty \} \) occurs almost surely.

Since $R_k$ and $W_k$ are constructed in such a way that

\[
r_k - r_{k_0} = -\frac{1}{2} \log_E \left( \frac{\delta_p^k}{\delta_m^k} \right) = k - k_0 \geq w_k - w_{k_0},
\]

with $w_k$ denoting a realization of $W_k$, then with probability one, $R_k$ has to be positive infinitely often. Consequently, the sequence of realizations $r_k$ such that $r_k < 0$ for all $k \geq k_0$ occurs with probability zero. Thus, the assumption that $\Psi_k \geq \epsilon(\gamma + 2)$ holds for all $k \in \mathbb{N}$ with positive probability is false and (33) holds almost surely. \(\square\)

The following definition of refining directions [7, 9] will be useful of the analysis.

**Definition 6** Given a convergent refining subsequence \( \{ x^k \}_{k \in K} \) and its corresponding refined point $\hat{x}$, a direction $d$ is said to be a refining direction if and only if there exists an infinite subset $L \subseteq K$ with poll directions $d^k \in D_p^k$ such that \( \lim_{k \in L} \frac{d^k}{\|d^k\|_{\infty}} = \frac{d}{\|d\|_{\infty}} \).

Note that for all realizations of StoMADS, the existence of a refining direction $d$ for a given refining subsequence \( \{ x^k \}_{k \in K} \) and its corresponding refined point $\hat{x}$ is justified by the compactness of the unit closed ball.

Next is stated a useful result taken from [7], that provides in particular a lower bound on the Clarke directional derivative.

**Lemma 3** Let $f : \mathbb{R}^n \to \mathbb{R}$ be locally Lipschitz near $\hat{x} \in \mathbb{R}^n$. Then the Clarke generalized directional derivative of $f$ at $\hat{x}$ in the direction $d \in \mathbb{R}^n$ satisfies

\[
f^\circ(\hat{x}; d) := \limsup_{y \to \hat{x}} \frac{f(y + td) - f(y)}{t} = \limsup_{x \to \hat{x},t \to 0} \frac{f(x + tv) - f(x)}{t}.
\]

The following result proved using properties of the random function $\Psi_k$ defined in Theorem 4 is a stochastic variant of that in [7]. It states that with probability one, the Clarke generalized derivative of $f$ at a refined point in any corresponding refining direction is nonnegative. It is however worthwhile to mention that while the proof in [7] relies on the fact that the inequality $f(x^k + \delta_m^k d^k) - f(x^k) \geq 0$ always holds on every unsuccessful iterations, the idea of proof in the present analysis is different since some of such unsuccessful iterations can be uncertain, in which case case $f(x^k + \delta_m^k d^k) - f(x^k)$ belongs to the uncertainty interval $\mathcal{I}_{2\epsilon_1}$. \(\delta_p^k\).

**Theorem 5** (Convergence of StoMADS). Let the assumptions of Theorem 2 hold. Then, there exists an almost sure event $V''$ such that for all $\omega \in V''$, for all refined point $\hat{X}(\omega) \in \mathbb{R}^n$ and for all refining directions $D(\omega) \in \mathbb{R}^n$ for $\hat{X}(\omega)$, the generalized directional derivative of $f$ at $\hat{X}(\omega)$ in the direction $D(\omega)$ is nonnegative, i.e,

\[
f^\circ(\hat{X}(\omega); D(\omega)) \geq 0.
\]  

**Proof.** It follows from Corollary 1 and Theorem 4 that the event

\[
V'' := \left\{ \omega \in \Omega : \lim_{k \to +\infty} \Delta_m^k(\omega) = 0 \right\} \bigcap \left\{ \omega \in \Omega : \exists K''(\omega) \subset \mathbb{N}, \lim_{k \in K''(\omega)} \Psi_k(\omega) \leq 0 \right\}
\]

is almost sure as countable intersection of almost sure events. Consider some arbitrary outcome $\omega \in V''$. Denote $K = K''(\omega)$ and recall that $\delta_m^k = \Delta_m^k(\omega)$, $\delta_p^k = \Delta_p^k(\omega)$ and $\psi_k = \Psi_k(\omega)$. Since $\lim_{k \in K} \delta_m^k = 0$, then using arguments as in the proof of Theorem 2, there exists a subset $K \subset K'$ such that $\lim_{k \in K} x^k = \hat{x}$. It then follows from the compactness of the closed unit ball of $\mathbb{R}^n$ that there exists a subset $L \subset K$ such that
the normalized subsequence \( \{d^k/\|d^k\|_\infty\} \) of POLL directions used by StoMADS converges to a limit \( d/\|d\|_\infty = D(\omega)/\|D(\omega)\|_\infty \) and on the other hand, \( \lim_{k \to L} \psi_k \leq 0 \).

Since \( \delta_p^k \|d^k\|_\infty \) does not approach 0 even though \( \lim_{k \to L} \delta_p^k = 0 \), the following holds
\[
\lim_{k \to L} \left( -\psi_k / \delta_p^k \|d^k\|_\infty \right) = \lim_{k \to L} \frac{f(x^k + \delta_p^k d^k) - f(x^k)}{\delta_p^k \|d^k\|_\infty} \geq 0.
\] (37)

Then, applying Lemmas 3 using sequences \( x^k \to x^*, d^k / \|d^k\|_\infty \to d / \|d\|_\infty \) and \( \delta^k_m \|d^k\|_\infty \to 0 \), the following holds for the generalized derivative of \( f \):
\[
f^\circ \left( \hat{X}(\omega); \frac{D(\omega)}{\|D(\omega)\|_\infty} \right) = f^\circ \left( \hat{x}; \frac{d}{\|d\|_\infty} \right) = \lim_{x \to \hat{x}, v \to d / \|d\|_\infty, t \to 0} \frac{f(x + tv) - f(x)}{t} = \lim_{k \to L} \frac{f \left( x^k + \delta^k_m \left\| d^k \right\|_\infty \frac{d^k}{\|d\|_\infty} \right) - f(x^k)}{\delta^k_m \|d^k\|_\infty} \geq 0,
\] (38)

where the last inequality in (38) follows from (37).

\[\square\]

### 4 Computational study

The performance of StoMADS is analyzed in this section on a collection of stochastic noisy functions artificially created from deterministically unconstrained analytical problems from the optimization literature. Several variants of StoMADS have been compared to Robust-MADS [11] which is the current noisy blackbox optimization algorithm available in the NOMAD [35] software package (version 3.9.1) and which is referred to in this section as NOMAD-robust. All tests with both StoMADS and NOMAD-robust use only a POLL step, i.e., the SEARCH step and hence the quadratic models [25] in NOMAD are disabled, with the OrthoMADS 2n directions [1] ordered by means of an opportunistic strategy [9] and disabling the anisotropic mesh [12]. The MADS algorithm [7] with the SEARCH step disabled is referred to as NOMAD-basic. The default algorithm in NOMAD is referred to as NOMAD-default. Note that detailed descriptions of all these algorithms are provided in Table 1. Moreover, in order to highlight the ability of StoMADS vis-à-vis of NOMAD-basic and NOMAD-default, to cope with stochastically noisy optimization problems, both latter algorithms are also compared to StoMADS.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Direction type</th>
<th>Anisotropic mesh</th>
<th>Opportunistic strategy</th>
<th>Quadratic models</th>
</tr>
</thead>
<tbody>
<tr>
<td>StoMADS</td>
<td>OrthoMADS 2n</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>NOMAD-robust</td>
<td>OrthoMADS 2n</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>NOMAD-basic</td>
<td>OrthoMADS 2n</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>NOMAD-default</td>
<td>OrthoMADS n + 1 [10]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The analytical unconstrained problems are adapted from the 22 different CUTEst [31] functions used in [36] with different starting points for a total of 66 unconstrained instances whose dimensions range from 2 to 12. Their objectives are in the form of a sum of squares function, i.e,
\[
f(x) = \sum_{i=1}^{m} (f_i(x))^2,
\]
f_i(x) being a smooth function for each \( i \in \{1, 2, \ldots, m\} \).
The type of noise that is tested is referred to as “additive” noise, i.e., each \( f_i \) is additively perturbed by some random variable \( \Theta_i \) generated uniformly in the interval \( I(\sigma, x^0, f^*) \) defined by

\[
I(\sigma, x^0, f^*) = [-\sigma \left| f(x^0) - f^* \right|, \sigma \left| f(x^0) - f^* \right|],
\]

where \( \sigma > 0 \) is a constant that is used to define different noise levels in the blackbox. \( f \) and \( f^* \) are the best known minimum value of \( f \) and \( f \) is the noisy available objective constructed from a list of trial points and making use of a Gaussian kernel [11]. This list is then updated with the best iterate found before the next iteration of the algorithm. Although experiments in [11] have been conducted on deterministically noisy problems, the smoothing-based technique does not depend on the link between the objective function \( f \) and its noisy available version, which means that NOMAD-robust is supposed to cope with stochastically noisy problems.

In order to assess if the algorithms have successfully generated solution values close to the best function \( f \) values, data profiles [36] and performance profiles [28, 36] are presented using the following convergence test:

\[
f(x^N) \leq f(x^*) + \tau (f(x^0) - f(x^*)),
\]

where, for each of the 66 problems, \( x^N \) denotes the best point found by an algorithm after \( N \) function calls to the noisy objective \( f_\Theta \), \( x^* \) is the best known solution, and \( \tau \in [0, 1] \) is the convergence tolerance. Thus, a problem is said to be solved within the convergence tolerance \( \tau \) if \( (40) \) holds.

The horizontal axis of the data profiles shows the number of noisy function evaluations divided by \( n + 1 \) while the vertical axis shows the portion of problems solved within a given convergence tolerance \( \tau \). The horizontal axis of the performance profiles shows the ratio of the number of function calls to the noisy blackbox while the vertical axis shows the portion of problems solved within the tolerance \( \tau \). In all the experiments, a budget of 1000(\( n + 1 \)) noisy function evaluations is set, i.e., all algorithms stop as soon as the number of function calls to \( f_\Theta \) reaches 1000(\( n + 1 \)). For the initialization, the same common parameters to both methods are used: \( \delta_0 = \delta_0^p = 1 \) and the mesh refining parameter \( \tau = 1/2 \). StoMADS parameters \( \gamma \) and \( \varepsilon_f \) are chosen arbitrarily so that \( \gamma \varepsilon_f = 0.17 \). However, for the choice of the sample size \( p^k \), it is worthwhile to mention that NOMAD-robust is not in line with the theory analyzed in this work, especially in term of sample sizes which are not involved in its theory. Indeed, the blackbox is evaluated by NOMAD-robust at each point only once, while it needs to be evaluated at least \( p^k \) times by StoMADS at each point in order to construct the estimates \( f_\theta^k = \frac{1}{p^k} \sum_{i=1}^{p^k} f_\theta_i,(x^k) \approx f(x^k) \) and \( f_s^k = \frac{1}{p^k} \sum_{i=1}^{p^k} f_{\theta_s},(x^k + s^k) \approx f(x^k + s^k) \), where \( \theta_{1,i} \) and \( \theta_{2,i} \), \( i \in \{1, 2, \ldots, p^k\} \), are the realizations, respectively, of the random variables \( \Theta_{1,i} \) and \( \Theta_{2,i} \) introduced in Section 2.3.

This latter remark, in addition to the need for \( p^k \) to be large in order for the estimates to be sufficiently accurate, therefore yields the following challenge that has to be faced: obtaining satisfactory solutions with the allocated budget, but requiring only few evaluations of the stochastic blackbox during the estimates computation. Recall that \( n^k \) denotes the number of blackbox evaluations at a given point when constructing an estimate at the iteration \( k \). Five variants of StoMADS corresponding respectively to \( n^k = 1, 2, \ldots, 5 \) for all \( k \), are therefore compared to NOMAD-robust, NOMAD-basic and NOMAD-default, and despite the fact that the resulting values of \( p^k \) do not meet the theoretical prescription derived in Section 2.3, they seemed to work well enough compared to many various other choices of \( n^k \) that have been tested. However, in order to increase the estimates accuracy while using few blackbox evaluations, the following procedure described in Section 2.3 is used. Recall that it improves the estimates accuracy by making use of available samples at the current iterate during estimates computation, thus avoiding additional blackbox evaluations. When
the iteration $k$ is successful, the estimate $f_0^{k+1}$ of $f(x^{k+1})$ is computed according to (3), while after an unsuccessful iteration $k$, $f_0^{k+1}$ is given by (4).

The three levels of noise that are considered in the experiments correspond respectively to $\sigma = 1\%$, $\sigma = 3\%$ and $\sigma = 5\%$. These values are arbitrarily chosen in order to study how the portion of problems solved by StoMADS varies with the noise level. Considering for example the Rosenbrock test function $f(x) = 100(x_2 - x_1^2)^2 + (1 - x_1)^2$, (41) with the starting point $x^0 = (-1.2, 1)$ and the minimum value $f^* = 0$, then $|f(x^0) - f^*| = 24.2$ and the corresponding noisy function is given by

$$f_\Theta(x) = [10(x_2 - x_1^2) + \Theta_1]^2 + [(1 - x_1) + \Theta_2]$$

(42)

where $\Theta_1$ and $\Theta_2$ are independent random variables uniformly generated in the interval $I(\sigma, x^0, f^*) = [-24.2\sigma, 24.2\sigma]$. Figure 3 shows the plots of the Rosenbrock function and its corresponding noisy versions. Figures 4, 6, 8 and Figures 5, 7, 9 present the data profiles and the performance profiles which compare the five variants of StoMADS with NOMAD-robust, NOMAD-basic and NOMAD-default for various noise levels and convergence tolerances.

The data profiles and the performance profiles show in general that StoMADS outperforms not only NOMAD-robust, but also both deterministic blackbox optimization algorithms NOMAD-basic and NOMAD-default which are obviously not appropriate for stochastic optimization. Moreover, changing the value of the tolerance parameter $\tau$ in the performance profiles does not significantly alter the conclusions drawn from the data profiles. Thus, it can be noticed that for a given $\tau$, the higher the noise level, the lower is the portion of problems solved for most variants of StoMADS as expected. Indeed, since the variance of the noise in the noisy blackbox augments with the noise level, it follows from Section 2.3 that the estimates need to be sufficiently accurate to generate satisfactory solutions and consequently allow the resolution of a larger portion of problems. Similarly, for a fixed noise level, the higher the convergence tolerance, the larger is the portion of problems solved by most algorithms.

Furthermore, even though the number $n^k$ of blackbox evaluations is constant from one iteration to another for a given variant of StoMADS, this is not the case for the sample size $p^k$ involved in the estimates computation. Indeed, it follows respectively from (3) and (4) that $p^{k+1} = 2n^k$ when the iteration $k$ is successful while $p^{k+1} = p^k + n^{k+1}$ when it is unsuccessful. Thus, even though the efficiency of each StoMADS variant depends on its corresponding evaluation parameter $n^k$, the quality of the solutions that are generated is influenced by the sample rate $p^k$ which is not constant. This explains why varying the blackbox evaluation parameter $n^k$ from one to five does not necessarily improve the performance of the corresponding StoMADS variants. Note that this also explains why the behavior of the StoMADS variant corresponding to $n^k = 1$ is not similar to that of MADS. Indeed, no estimates computation is carried out in MADS and moreover, MADS is unable to show how an improvement in a noisy blackbox can lead to a decrease in an available objective function unlike StoMADS.

It follows from these results, specifically the analysis of the profiles corresponding to the tolerance $\tau = 10^{-3}$, that StoMADS can handle the optimization of stochastically noisy blackboxes that are expensive in term of blackbox evaluations, since its variants corresponding to $n^k = 1$ and $n^k = 2$ are able to generate satisfactory solutions thus using few blackbox evaluations. However, the choice $n^k = 4$ seems to be preferable for stochastic blackbox optimization problems with higher evaluations budgets.
Figure 3: Plots of the deterministic Rosenbrock function (41) and its corresponding noisy versions (42) on the box $[-0.5, 0.5] \times [-0.5, 0.5]$. The random variables defining the noisy functions $f_\alpha$ are uniformly generated in $[-24.2\sigma, 24.2\sigma]$. 
Figure 4: Data profiles for noise level $\sigma = 1\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$.

Figure 5: Performance profiles for noise level $\sigma = 1\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$. 
Figure 6: Data profiles for noise level $\sigma = 3\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$.

Figure 7: Performance profiles for noise level $\sigma = 3\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$. 
Figure 8: Data profiles for noise level $\sigma = 5\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$.

Figure 9: Performance profiles for noise level $\sigma = 5\%$ and convergence tolerances $\tau = 10^{-1}$ and $\tau = 10^{-3}$ on 66 analytical unconstrained test problems additively perturbed in the interval $I(\sigma, x^0, f^*)$. 
Discussion

MADS is a valuable blackbox optimization algorithm with full-supported convergence analysis, but it is designed for deterministic problems. Even though Robust-MADS, the first variant of MADS designed for noisy blackbox optimization, was shown to have zero-order convergence properties, the corresponding work [11] did not show how an improvement in the smoothed version of the noisy available blackbox, used to update the iterates, should result in a decrease in the unknown objective.

Thus, unlike Robust-MADS, the method proposed in this manuscript, StoMADS, clearly shows how an improvement in the estimates of the unavailable objective function values may cause a decrease in the unavailable objective function. This is achieved by defining new iteration types by means of a sufficient decrease condition on these estimates that are required to be probabilistically sufficiently accurate.

Although the convergence analysis of StoMADS uses ideas derived from that of MADS, the analysis itself is different and based on stochastic processes theory. In addition to the convergence result of the whole sequence of random mesh size parameters, which is stronger than the lim inf-type result of MADS, a more general existence proof of refining subsequences consisting of StoMADS iterates that are not necessarily mesh local optimizers has been proposed, followed by a stochastic variant of the Clarke optimality result of MADS.

An extensive computational study of several variants of StoMADS on a collection of unconstrained stochastically noisy problems shows that the proposed method outperforms Robust-MADS and also highlights the fact that MADS is not appropriate for stochastic blackbox optimization, even though StoMADS estimates accuracy do not meet the prescription that has been derived theoretically.

Note that compared to all prior works using a theory similar to the one analyzed in this manuscript, the present research is to the best of our knowledge the first that requires no model or gradient information to find descent directions.

Future research will focus on extending this approach to stochastically noisy constrained and/or chance constraints blackbox optimization.
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