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Abstract: Dealing with computationally-intensive calibration processes is still common in distributed hydrological modelling despite the computing power growth. Computational time for one single distributed hydrological simulation may easily consume more than one minute, and the calibration process can require thousands of simulations. The use of surrogate models that are low-cost and representative of the calibration problem is an interesting avenue to reduce the calibration computational time. The first part of this study explores three possibilities to construct reduced-fidelity surrogate models from the HYDROTEL model, a computationally-intensive hydrological model. The relevance of these three types of surrogates and their combination within a calibration process is evaluated according to the best compromise between representativeness and a decrease of CPU time. In a second paper, surrogate models are implemented within an existing efficient calibration process to significantly reduce the computational time.
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1 Introduction

Increasing the efficiency of hydroelectricity production, delimiting flood zones territories near water systems, managing reservoir water levels for water accessibility and environmental constraints, and studying impacts of climate change on water resources are expert domains that depend on the comprehension of the water cycle processes (Singh and Woolhiser, 2002; Moradkhani and Sorooshian, 2008). Nowadays, the acquisition of water resources knowledge involves the use of simulation tools, such as hydrological models that simulate various hydrological processes at the catchment area scale (Singh and Woolhiser, 2002). These models are essential because they allow to better understand the spatialization and temporal distribution of key resources on a specific territory. In addition, these tools provide suitable information to guide decision-makers for current and future water resource issues. The work proposed in this study aims at developing and improving hydrological modelling tools that affect fundamental issues for an efficient development of modern society.

Diversification in hydrological model applications has led to the design of several types of models according to their level of spatial discretization (Moradkhani and Sorooshian, 2008). Ranging from a single and global territory entity (global models) to a fully-distributed area into fine mesh elements (distributed models), each spatial discretization level brings its pros and cons depending of its use. Global models require a small amount of input data for modeling and are fast to compute, but the spatial variability in the catchment is ignored. Distributed models often rely on the use of fine-resolution databases from remote sensing or geographic information systems (GIS) to spatialize catchment scale modelling and offer a good variability in the representation of some hydrological processes (Singh and Woolhiser, 2002; Moradkhani and Sorooshian, 2008; Das et al., 2008; Pechlivanidis et al., 2011). Nonetheless, this advantage brings an important cost in computational time relatively to the chosen spatial discretization level. One simulation requiring several minutes to compute leads to computationally-intensive issue in a full calibration process (Mugunthan et al., 2005; Zhang et al., 2009; Razavi et al., 2010, Huot et al., 2017). This can provide a major impact in operational or research contexts, which forces users to choose computationally efficient calibration methods.

1.1 Literature review

Razavi et al. (2010) describe four avenues to deal with computationally-intensive calibration processes: (1) the development of efficient optimization strategies to reduce the number of simulations executed; (2) the use of model preemption which interrupts model simulations identified as being of low-quality; (3) the use of low-cost surrogate models to evaluate the potential quality of solution points; (4) the use of parallel computing networks. A fifth avenue to be considered consists in the technology progress in computing power. A simulation model running today is clearly less computationally-intensive than it was 10 years ago. For instance, the CPU time that was 3 hours and 45 minutes (Sun Blade 100, 500 MHz) for solving a collection of 55 optimization problems 10 years ago is now 5 minutes and 40 seconds on an actual personal computer (Intel Core i7, 3.40 GHz) with the same optimization algorithm (Audet and Orban, 2006; Audet et al., 2018).

The literature exposes several uses for each of the first four avenues to deal with computationally intensive problems (Booker et al., 1999; Shoemaker et al., 2007; Razavi et al., 2010; Razavi et al., 2012; Razavi and Tolson, 2013; Huang et al., 2014) and other studies combine some of these approaches (Regis and Shoemaker, 2009; Razavi et al., 2010; Regis and Shoemaker, 2013; Audet, 2014). The present study focuses on mixing the use of the low-cost surrogate models and the development of more efficient optimization strategies.

Razavi et al. (2012) define surrogate models as a simplification or approximation of a simulation model and having the characteristic of being less intensive in terms of computational time than the original simulation model. Audet and Hare (2017) define a surrogate as a function that shares similarities with the objective function of a simulation model, which is less intensive in computational time and which is useful to exploit for reducing the number of simulation calls within an optimization process.

There are two broad families for designing surrogate models: the use of response surface surrogates emulating the objective function surface from a history of solution points (sets of parameters), or the use of reduced-fidelity physically-based models a priori designed, also called low-fidelity models or emulated models (Booker et al., 1999; Regis and Shoemaker, 2007; Razavi et al., 2012; Wang et al., 2014). Le Digabel (2011) also distinguishes these
two types of surrogate models: adaptive functions, corresponding to response surface surrogates, and non-adaptive functions referring to the reduced-fidelity models.

The conclusion of the survey paper of Razavi et al. (2012) exposes the underutilization of reduced-fidelity models within the water resource community in spite of its high promising potential to help users of time-consuming models, and there are multiple advanced strategies in broader research community. The reason behind this may be related to a lack of versatility by the reduced-fidelity surrogates. These non-adaptive surrogates are clearly not polyvalent because each surrogate is a particular simplification of a specific optimization problem and can not be easily transposed to any other optimization problems, even if many similarities are observed (Razavi et al., 2012; Wang et al., 2014; Leifsson and Koziel, 2015). Another reason may be the necessity of a high level of computer programming knowledge, computer simulation sequences and domain-specific principles to provide the best compromise between representativeness and a decrease of CPU time.

1.2 Research objectives and contributions

The present work is part of a larger research project composed of two papers aiming to combine the use of surrogate models inside more efficient optimization strategies to deal with the computationally-intensive calibration process of a hydrological model. The first part studies the development of reduced-fidelity models from the hydrological model HYDROTEL (Fortin et al., 2001a). This paper explores, evaluates and combines three different methods to construct surrogate models from the original computationally-intensive hydrological model HYDROTEL. The first type of surrogate model reduces the number of meteorological gridpoints from a gridded dataset on the territory of the modeled watershed, the second type reduces the calibration time-period and the third one reduces the watersheds spatial discretization by decreasing the number of simulation units within the modelling. Representativeness and computational time for each type of surrogate model and for the combination of all of them are evaluated and analysed. The second part of this project consist of a paper that presents the implementation of reduced-fidelity surrogate models within the hybrid optimization approach DDS-MADS (Huot et al., 2017), which has proven to be efficient for the calibration of HYDROTEL.

1.3 Paper organization

The present paper is organized as follows. Section 2 presents the hydrological model HYDROTEL and its particular model structure, followed by the method used to evaluate the representativeness and the computational time consumed of the surrogate models. Section 3 exposes the hydrological modelling methodology: modeled watersheds, computational time benchmark, necessary input data and objective function. Section 4 details the computational experiments evaluating the representativeness and computational time for each type of reduced-fidelity surrogate models and all combined. Connections with the follow-up paper are discussed in the closing section.

2 The hydrotel problems

This project considers the distributed, physically-based and computationally intensive hydrological model, named HYDROTEL, as the main model to be calibrated (Fortin et al., 2001a, b). This model is based on a modular approach with various submodel options, and is compatible with remote sensing and/or GIS data. The spatial variability of land cover, land use, natural hydrographic system, soil type and topography is distributed on the territory into a gridded mesh at a low distance resolution. Cells of this gridded mesh are rallied in several simulation units named RHHUs (Relatively Homogenous Hydrological Units), similarly to a division of the territory into many sub-basins. All hydrological processes are simulated independently on each RHHU excepting the channel water routing on existing hydrological system. In a first paper, Fortin et al. (2001a) describes mathematical equations governing each hydrological submodels available, as much as possible physically-based, but also conceptually or empirically in nature. A second paper gives a step-by-step watershed modelling example (Fortin et al., 2001b).

Many of the HYDROTEL submodels parameters can be fixed either because they are optional, but in some cases can be useful as corrective factors, or because they have a low-sensitivity impact on the quality of simulations. Ricard et al. (2012) and Poulin et al. (2011) present a 12 calibration parameters version that includes the most sensitive parameters. In this study, two HYDROTEL problems are used in order to evaluate the impact of dimensionality
on the representativeness and CPU time of potential surrogate models. The first one includes the 10 most sensitive parameters (HYDROTEL 10) and the second problem has 9 additional parameters (HYDROTEL 19). Appendix I presents the selected parameters and their bounds for each one of these two HYDROTEL calibration problems. More specific information about both HYDROTEL problems can be found in Huot et al. (2017) and Fortin et al. (2001a, b).

### 2.1 Model structure

The HYDROTEL modular structure provides flexibility on simulating various available submodels and allows the addition of new ones by the user. Hydrological submodels used in this study relate to the three computing steps presented in Table 1. The HYDROTEL structure sequences six submodels simulating the hydrological processes: (1) interpolation of meteorological data; (2) snow cover estimation; (3) potential evapotranspiration; (4) vertical water balance; (5) overland water routing and (6) channel water routing on the existing hydrographic system. The first four submodels are simulated independently on each RHHU and represent the first computing step of the hydrological model routine. The second step consists of the overland water routing simulated on each RHHUs towards its river reach associated. The third one calculates the channel water routing on the entire existing hydrographic system. The three sequential computing steps provide the opportunity to re-simulate the following computing step without having to simulate again the previous one when no calibration parameter was modified.

**Table 1: Submodels used in each computing steps of the HYDROTEL routine and impact on computational time consumed when using the proposed surrogate models.**

<table>
<thead>
<tr>
<th>Computing Steps</th>
<th>Hydrological Process</th>
<th>Submodels Used</th>
<th>Increasing or Decreasing the Computational Time by Reducing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STEP 1</strong></td>
<td>Interpolation of Meteorological Data</td>
<td>Thieszen Polygons</td>
<td>↓  ↓  ↓</td>
</tr>
<tr>
<td></td>
<td>Snow Cover Estimation</td>
<td>Mixed (degree-day) energy-budget method</td>
<td>↓  ↓  ↓</td>
</tr>
<tr>
<td></td>
<td>Potential Evapotranspiration</td>
<td>Hydro-Quebec method</td>
<td>↓  ↓  ↓</td>
</tr>
<tr>
<td></td>
<td>Vertical Water Balance</td>
<td>BVIC</td>
<td>↓  ↓  ↓</td>
</tr>
<tr>
<td><strong>STEP 2</strong></td>
<td>Production of Geomorphological Hydrographs when related parameters are modified</td>
<td>- N/A -</td>
<td>↓  ↑</td>
</tr>
<tr>
<td></td>
<td>Overland Routing</td>
<td>Kinematic Wave Equation</td>
<td>↓  ↓  ↓</td>
</tr>
<tr>
<td><strong>STEP 3</strong></td>
<td>Channel Routing</td>
<td>Kinematic Wave Equation</td>
<td>↓  ↓  ↓</td>
</tr>
</tbody>
</table>

A particularity in the overland water routing (step 2) requires special attention. First, the production of a specific geomorphological hydrograph based on the routing of a reference water depth over all cells in the flow direction structure of each RHHU is necessary (shaded section in Table 1, step 2). Then, the water depths available, at each time step, are distributed according to these hydrograph patterns to provide the lateral inflow to the hydrographic reach to which the RHHU is associated. The production of the geomorphological hydrograph is computationally-intensive especially because it is independently calculated on each RHHU. The creators of HYDROTEL established a file storage procedure to decrease this time-consuming step. On every simulation, the HYDROTEL routine chooses the appropriate RHHU hydrograph file according to the 4 related calibration parameters of the overland water routing (see the Appendix I for their definition). If a new combination of these related calibration parameters is to be simulated, a new RHHU geomorphological hydrograph is calculated for each RHHU and they are all stored in a single new file. In the HYDROTEL 10 problem, none of these 4 related calibration parameters are included, but 2 are included in the HYDROTEL 19 problem. So, a geomorphological hydrograph for each RHHU will be produced only on the first simulation of HYDROTEL 10. New hydrographs are produced on each new combination of these 2 related calibration parameters for the HYDROTEL 19 problem. This situation can generate a 5% to 25% CPU time increase for a simulation with HYDROTEL 19 versus HYDROTEL 10.
2.2 Representativeness of surrogates versus computational time

It is necessary to clearly define what is a good surrogate model from objective criteria. Going back to the definitions presented above, two conditions are mandatory. The first condition is a high level of similarity/representativeness between the objective function of the surrogate and the original simulation models. The second condition is an important decrease in computational time. In other words, a high representativeness and a low time-consuming simulation lead to the ideal surrogate model. Both are discussed below.

Representativeness of surrogates

The representativeness of forthcoming surrogate models will be assessed by simulating 5,000 uniformly distributed parameter sets in the parametric space generated with the Latin hypercube sampling (McKay et al., 1979), comparing both objective function values of the original and surrogate models. As for Razavi and Tolson (2013), the R-Square coefficient \( R^2 \) is commonly used for qualifying the level of representativeness since it provides information on the goodness of fit between the original and the surrogate models. As guideline, Toal (2015) suggests to use surrogates that have a reasonably high \( R^2 \) (greater than 0.9). It is important to note that is a guideline for response surface function surrogates, thus not directly specified for reduced-fidelity models. However, as can be seen in Figure 1, a high \( R^2 \) value does not guarantee a high representativeness near the optimal zones. Overconfidence in the \( R^2 \) obtained by sampling 5,000 points from the parametric space could lead to a surrogate that quickly becomes useless in a calibration process, particularly if the optimal zones are not well represented. Figure 1 presents two hypothetical cases in which the surrogate function A gives a better \( R^2 \) coefficient than the surrogate B. Despite this, important gaps are observed between the different optima on surrogate A. It would be preferable to use the surrogate B in a calibration process since the optima of the surrogate and original functions are aligned. The surrogate model must share similarities with the original model meaning that the behavior of the surrogate model must represent as much as possible the behavior of the original model, including the alignment and the ordering of the optimal zones. Hence, sharing similarities does not mean that the objective function values obtained on the surrogate versus the original must be as similar as possible.

To counteract this situation, a second coefficient, named the Spearman’s rank correlation coefficient \( R_s \), assesses how well two variables are monotonically related. In other words, the Spearman coefficient measures a statistical dependence between the rank values (best rank to worse) of two variables (Fieller et al., 1957); in this study, variables are the objective function values of the original and surrogate models. The Spearman coefficient \( R_s \) ranges from \(-1\) to \(1\), where \( R_s = 1 \) represents a perfect ranking fit between original and surrogate model, and \( R_s = -1 \) is a fully opposed correlation. Figure 1 illustrates that situation where the surrogate B outperforms the surrogate A in terms of the Spearman coefficient while it’s the opposite result with the \( R^2 \) coefficient. Theses hypothetical cases illustrate that both correlation coefficients are thus useful and complementary to assess the representativeness of the surrogate models. The book of Audet and Hare (2017) discusses the similarities needed to properly exploit surrogate models within an optimization process.

Finally, representativeness can also be graphically evaluated by drawing a scatter plot of the 5,000 objective function values of the original versus the surrogate models. Outlier points and an extent of discrepancy in the scatter patterns can be visually identified but often toned down in correlation coefficient. This observation could be an indicator of an ill-represented optimal zone in the surrogate model or of the addition of a non-existent one. Both cases complicate the use of the surrogate within a calibration process.

Computational time

Each surrogate model designed is simulated 1,000 times. The average computational time reduces variations in computer performance and computational time related to the production of geomorphological hydrographs. Obviously, the lower the computational time is, the more interesting the surrogate model is with respect to a full calibration process. The ratio between the CPU time of the original and surrogate models, named hereafter the CPU time ratio, has a major impact on the potential for the use of each surrogate model. Higher the CPU time ratio is, more surrogate simulations can be rooted without weighing down the calibration process. Razavi and Tolson (2013) propose a hydrological model calibration framework exploiting short but representative data timeseries to calibrate a problem for which longer data timeseries are available. The CPU time ratio between short data timeseries model
(surrogate model) and long data timeseries model (original model) may be evaluated between 6 to 8 times less intensive in computational time. This level of CPU time ratio conduct to more efficient calibration tools.

![Diagram A](image_a.png)

**Figure 1:** Representativeness of two hypothetical cases illustrating original versus surrogate functions (A & B) with R-Square coefficient ($R^2$) and Spearman’s rank correlation coefficient ($Rs$).

In this paper, five ranges of CPU time ratio are considered. Let $r$ be the ratio of the CPU time used by the original model over that of the surrogate model. For clarity, the following adjectives will be used to qualify this ratio:

- **Unusable** if $r \leq 1.5$
- **Poor** if $1.5 < r \leq 4$
- **Medium** if $4 < r \leq 8$
- **Superior** if $8 < r \leq 15$
- **Ideal** if $r > 15$.

### 2.3 Potential surrogate models

We propose three potential simplifications to design surrogate models: (1) reducing the input meteorological dataset (i.e. reducing the spatial resolution of the gridded dataset) to be interpolated by HYDROTEL on the watersheds; (2) using a shorter calibration time-period; (3) decreasing the spatial discretization by reducing the number of RHHUs (sub-basins). Individual and combinations of these simplifications are also assessed to obtain the best CPU time ratio available while maintaining a high level of representativeness.

#### Number of meteorological stations

The HYDROTEL problems are designed with a meteorological gridded dataset at a low distance resolution, which results in a large number of “pseudo-meteorological” stations (hereafter simply called stations or meteorological stations) on the territory. In operational or research contexts, this of course can contribute to an adequate simulation of the streamflows, but for calibration purposes, the surrogate model does not need the same accuracy. Table 1 shows that reducing the number of meteorological stations on the territory provides a decrease in computational time only in the interpolation of the meteorological data submodel. Therefore, one could expect a poor or medium CPU time ratio. A checkerboard pattern is used to withdraw meteorological stations in order to maintain a good distribution of the dataset on the territory and to simplify the design of this surrogate model type.
Calibration time-period

Obtaining gain in computational time with a shorter calibration time-period is not surprising. However, a high level of representativeness may be more difficult to reach considering the interannual variability of the hydrologic cycle. Initial conditions on the watershed of a short calibration time-period have also an important impact on representativeness, so these initial conditions need to be adequately set on every surrogate models. On the HYDROTEL problems, running a short calibration time-period should decrease the computational time for all submodels resulting in a medium or superior CPU time ratio (see Table 1). For this type of surrogate model, the representativeness level is more challenging than obtaining interesting CPU time ratios.

Number of RHHUs

In the HYDROTEL problems, the division of the territory into several RHHUs is based on the overland flow directions structure obtained with the modified digital elevation model and the digitized river network. The RHHUs division is automatically produced in the preparation of a watershed database using a threshold, specified by the user, indicating the maximum number of cells upstreaming each RHHUs. This preparation parameter gives the opportunity to modify the number of RHHUs within the watershed territory by adjusting its value. As the hydrological processes are simulated on each RHHU, a smaller number of RHHUs could speed-up the simulation for all submodels. However, Table 1 suggests the opposite for the production of the geomorphological hydrographs. A smaller number of RHHUs results in RHHUs with a larger distance between the upstream and the downstream cells. Routing the reference water depth over all cells on a longer flow distance on each RHHU is more time-consuming. Utilization of this type of surrogates leads to the following question: could the gain in computational time obtained in the routine of all submodels with a smaller number of RHHUs compensate the intensive computational time assigned to the production of longer geomorphological hydrographs? Obviously, this situation is relevant to HYDROTEL 19 since the hydrographs are frequently re-calculated. With a high level of uncertainty in this surrogate type, poor CPU time ratio for HYDROTEL 19 may be anticipate, but a medium or superior ratio for HYDROTEL 10.

3 Original calibration problems

This section describes the six original calibration problems studied in this paper. The two formulations of the HYDROTEL problem with 10 and 19 calibration parameters in Section 3 are tested on three watersheds with natural streamflows, all located in the province of Québec in Canada: the Ceizur watershed with a 6,928 km$^2$ area which is an upstream sub-basin of the Gatineau River (west of the province), the Cowansville watershed with a 215 km$^2$ area which is an upstream sub-basin of the Yamaska River (south of the province) and the Toulnustouc watershed with a 8,109 km$^2$ area which is an upstream sub-basin of the Manicouagan River (north of the province). All three watersheds differ in their soil types, land cover, land uses and topography. The six combinations of “Watershed-HYDROTEL problem” establish the original calibration problems and are originally developed by Huot et al. (2017).

3.1 Computational time

As for the potential surrogate models in Section 2.3, the computational time for one single simulation of the original hydrological model is obtained by averaging the computational time of 1,000 simulations with random calibration parameters on a 3.40 GHz Intel Core i7 processor with 12 Go of RAM. Table 2 summarizes all averaged computational times for all combinations of “Watershed-HYDROTEL problem”. Recall that HYDROTEL 19 includes the production of the geomorphological hydrographs, which is intensive in computational time when related calibration parameters are modified.

3.2 Meteorological data and calibration time-periods

Meteorological data, including daily minimum and maximum temperatures and daily precipitations, were obtained from gridded datasets (see the acknowledgements section for data sources) and Table 2 shows the number of meteorological stations in each watershed. Calibration time-period spans from October 1, 1988 to September 30,
1992 for the Ceizur watershed (4 years), from October 1, 2000 to September 30, 2005 for the Cowansville watershed (5 years) and from October 1, 1984 to September 30, 1988 for the Toulustouc watershed (4 years). Daily streamflow at the outlets are observed on the same time-periods. The initial number of RHHUs for each watershed was previously designed by industrial partners (see acknowledgments section for data source) in order to optimize the quality of modelling and to maintain moderate computational time. The number of RHHUs obtained are also shown in Table 2.

Table 2: Summary features of the six original simulation model problems relative to three studied watersheds modeled on HYDROTEL 10 and HYDROTEL 19.

<table>
<thead>
<tr>
<th>Watersheds</th>
<th>HYDROTEL 10</th>
<th>HYDROTEL 19</th>
<th>Number of Meteo Stations</th>
<th>Simulated Period</th>
<th>Number of RHHUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceizur</td>
<td>120.84 sec</td>
<td>116.18 sec</td>
<td>210</td>
<td>4 years</td>
<td>230</td>
</tr>
<tr>
<td>Cowansville</td>
<td>26.81 sec</td>
<td>40.96 sec</td>
<td>8</td>
<td>5 years</td>
<td>89</td>
</tr>
<tr>
<td>Toulustouc</td>
<td>49.43 sec</td>
<td>89.05 sec</td>
<td>103</td>
<td>4 years</td>
<td>197</td>
</tr>
</tbody>
</table>

\(^{a}\) Computational times for one single simulation on a 3.40 GHz Intel Core i7 processor with 12 Go of RAM.

\(^{b}\) Computational times do not include the production of the geomorphological hydrographs.

\(^{c}\) Computational times include the production of the geomorphological hydrographs.

3.3 Objective function

The research context of this paper uses of hydrological models for streamflow predictions at the discharge of the watershed outlet. The quality of each simulation is thus assessed by comparing the streamflow predictions from hydrological models with the observed streamflow data on the same time-period at the watershed outlet. Moriasi et al. (2007) and Servat and Dezetter (1991) recommend the Nash Sutcliffe Efficiency (Nash and Sutcliffe, 1970) as quantitative statistical criterion (objective function) because it reflects the overall fit between predicted and observed streamflows and it is very commonly used in hydrological modelling (Mugunthan et al., 2005; Razavi et al., 2010; Pechlivanidis et al., 2011; Pushpalatha et al., 2012; Ricard et al., 2012; Arsenault et al., 2014; Huot et al., 2017; Poissant et al., 2017; Bajamgnigni Gbambie et al., 2017). The objective function used in this paper consists of minimizing 1 minus the Nash-Sutcliffe Efficiency \(1 - NSE\) and is described as follows:

\[
1 - NSE = \frac{\sum_{i=1}^{N} (O_i - S_i)^2}{\sum_{i=1}^{N} (O_i - \bar{O})^2}
\]

on daily time-steps \(i = 1, 2, 3, \ldots, N\) of the calibration time-period, and where the residual variance is calculated between the observed streamflow value \(O_i\) and the simulated (predicted) streamflow value \(S_i\) and the observed data variance is calculated between the observed streamflow value \(O_i\) and the mean of observed streamflows \(\bar{O}\). The value \(1 - NSE\) determines the ratio of the residual variance (noise) to the observed data variance (information). The value \(1 - NSE\) ranges from 0 to \(\infty\), with \(1 - NSE = 0\) indicating a perfect fit between observed and simulated values. When \(1 - NSE > 1\), the mean of observed streamflows displayed on all the time-period is considered as a better quality hydrograph than the simulated streamflows.

4 Computational experiments

Each computational experiment presented below is based on simulation results of 5,000 parameter sets uniformly distributed in the parametric space generating with the Latin Hypercube Sampling (McKay et al., 1979). The objective function values \((1 - NSE)\) obtained with the original (horizontal axis) and surrogate (vertical axis) models are graphically compared in scatter plots supporting by the Spearman coefficient \((Rs)\) and the R-Square coefficient \((R^2)\) to evaluate the representativeness. As mentioned previously, it is more important to focus on the representativeness of the optima zones in a perspective of using surrogate models in calibration processes. Therefore,
the scatter plots inside figures are presented on adjusted axis zooming on optima zones. A good representativeness is considered when the 0.9 value is reached by $Rs$ and $R^2$ as recommended by Toal (2015). The slanted line represents a perfect fit between original and surrogate models. The gray area is delimited by the best known value of the objective function for each original “Watershed-HYDROTEL problem”. The average computational time by one single surrogate simulation and the CPU time ratios are presented in following tables. Results are presented on the Toulnustouc watershed because it represents the worst watershed candidate in terms of the representativeness for all types of surrogates.

### 4.1 Reducing the number of meteorological stations

Figure 2 illustrates the representativeness between surrogates having different levels of meteorological station removal and the original models for the Toulnustouc watershed on HYDROTEL 10 and 19. The withdrawing process of meteorological stations generates many possibilities of dataset distribution on the territory and variability into the number of meteorological stations selected. 4 different instances have been made on each level of meteorological station removal. Consequently, this figure presents the worst and the best instances for each level of meteorological station removal in terms of the values of the $Rs$ and $R^2$ coefficients.

First, Figure 2 shows that both $Rs$ and $R^2$ coefficient tend to decrease as the number of meteorological station decreases. This deterioration is important when meteorological data is highly heterogeneous, especially on large territories. The two worst instances with 87.5% removed stations of the Figure 2 present this case. It should be noted that these two instances are below the 0.9 coefficient limit value and possess the same set of meteorological stations. The worst instance for HYDROTEL 10 at 87.5% of meteorological stations removed provides $Rs$ and $R^2$ reaching their lowest values: 0.638 and 0.411, respectively. After investigation on these two worst instances, all meteorological station has been removed in the Westside of the territory due to the checkerboard pattern withdrawing process. Input data in this area are more heterogeneous then the other parts of the territory. This could explain why the representativeness coefficients are lower for these two instances.

Second, Figure 2 shows that when more meteorological stations are removed, more the representativeness may decrease significantly (worst instances) or slightly (best instances), sign of some variability in the results. Example, a wide difference in representativeness is obtained between worst and best instances at 87.5% level of stations removal for HYDROTEL 10. Indeed, as more stations are removed, the selection of meteorological stations must be made with vigilance. Importance is granted to a systematic station removing process to maintain a good distribution of the data on the territory and to integrate the geographic and meteorological knowledge by the user on the territory.

Finally, except for the two cases mentioned above, interesting representativeness at 50%, 75% and 87.5% of removed meteorological stations are obtained with $Rs$ and $R^2$ over the 0.9 limit value on every instance. The best instance at 50% stations removal on HYDROTEL 19 yields a representativeness close to perfect coefficients. Better results are obtained on the Ceizur and Cowansville watersheds where $Rs$ and $R^2$ are higher than 0.9 for any instance at any level of stations removal.

Table 3 suggests that this type of surrogate decreases the computational time but does not provide better than poor CPU time ratios for any instance. Obviously, better CPU time ratios are associated to the surrogates having 87.5% of meteorological stations removed. Surrogates on the Ceizur watershed offer the best CPU time ratios, then the Toulnustouc on second rank and Cowansville on last one. This ranking is related to the initial number of meteorological stations on the original models; i.e. the interpolation of meteorological data from a huge number of stations consumes a big slice of pie in the total computational time of the HYDROTEL simulating routine, as for the Ceizur watershed. Even if the percentage of meteorological stations removed is the same, the CPU time consumed decrease further on a huge number of stations. Conversely, the interpolation of meteorological data from a small number of stations as on the Cowansville watershed represents a very short computational time, about a few seconds, in the HYDROTEL simulating routine.

With results presented above, the best compromise for all “Watershed-HYDROTEL problem” combinations between representativeness and a decrease of CPU time is the surrogates having 87.5% of meteorological stations removed. High representativeness may be obtained if station removing process is completed thoughtfully, but CPU time ratios are clearly not as good as we would like to use this type of surrogates inside efficient calibration processes.
Figure 2: \(NSE\) simulation results obtained for HYDROTEL 10 and 19 problems on the Toulnustouc watershed comparing the surrogates having a reduced number of meteorological stations with the original models. \(Rs\) and \(R^2\) coefficients are calculated for the representativeness evaluation.

Table 3: Average CPU time for surrogate simulation having a reduced number of meteorological stations and CPU time ratios for all “Watershed-HYDROTEL problem” combinations.
4.2 Reducing the calibration time-period

Figure 3 illustrates the representativeness between surrogates with four different calibration time-periods: 6, 9, 12 and 18 months, and the original models for the Toulnustouc watershed on HYDROTEL 10 and 19. The original models for Toulnustouc includes a calibration time-period of four years from 1 October 1984 to 30 September 1988. This same period has been divided into many calibration time-periods to perform the surrogate models. Start and end dates are carefully chosen to avoid starting or interrupting a hydrological event, especially on calibration time-period under 1 year. All calibration time-periods of surrogate models begins on a dry period and finish after a flow recession period. No initialization period has been rooted first before the calibration time-period considered because the initial known conditions are carefully set inside the HYDROTEL routine. Two instances with 18 months are selected: October 1, 1984 to March 31, 1986 and October 1, 1986 to March 31, 1988. Four instances with 12 months are considered beginning on October 1 of each year and ending on September 30 of the following year. Four instances with 9 months beginning on October 1 of each year and ending on June 30 of the following year and four instances with 6 months beginning on January 1 of each year and ending on June 30 of the same year are also considered. As the three watersheds chosen are highly influenced by the accumulation and melting of snow, calibration time-periods of 6 and 9 months focus on the period where spring flood occurs of peak flows. Other instances, not included in this paper, have been tested on short time-periods of 6 or 9 months focusing on other hydrological events (dry period) and worst representativeness have been obtained on every trial. Considering that several sub-time-periods can be partitioned inside the original 4-year time-period, Figure 3 presents only two different instances (the worst and the best values of $Rs$ and $R^2$) on each calibration time-period previously described.

Figure 3 shows that the representativeness of the surrogate models may be importantly impacted by a calibration time-period under 1 year. Surrogate models with a calibration time-period of 6 months never have a $Rs$ value exceeding 0.512, nor a $R^2$ value exceeding 0.392. The scatter plots also present a wide extend of discrepancy. With such results, it is clear that a short time-period of 6 months covering only part of the snow accumulation period (November and December snow is missing) and the melting period does not adequately represent 4 completed annual hydrological cycles of the original calibration time-period.

For the calibration time-period of 9 months, Figure 3 shows that acceptable representativeness may be obtained on both HYDROTEL problems achieving $Rs$ and $R^2$ coefficients both close to the 0.9 limit value. However, much lower coefficients are also obtained. This lack of consistency makes difficult it to consider this calibration time-period as a potential useful surrogate model inside an efficient calibration process. Conclusions obtained on the Ceizur and the Cowansville watersheds for this two time-periods are similar.

Figure 3 shows that the best representativeness is reached with the 12 months time-period where the $Rs$ and $R^2$ coefficients are very close or superior to the 0.9 limit value recommended by Toal (2015). This high level of representativeness obtained is related to the coverage of all hydrological events within the calibration time-period. Thus, it is easier to represent the average behaviour of the original calibration time-period consisting of 4 annual hydrological cycles in this case. It is important not to conclude that a time-period of 12 months is sufficient to well represent an original calibration period, but rather that the ratio between the original and surrogate calibration time-periods is short enough to maintain a high representativeness. Representativeness on the time-period of 12 months for the Cowansville watershed are slightly worst because the original calibration time-period is composed of 5 annual hydrological cycles unlike 4 years for the other two watersheds.

Finally, Figure 3 shows that the calibration time-period of 18 months provides lower representativeness coefficients than the time-period of 12 months. As with the 6 or 9 months time-periods, an incomplete annual hydrological cycle in the calibration time-period of 18 months slightly reduces the level of representativeness.

Table 4 shows poor to superior CPU time ratios for all instances on all “Watershed-HYDROTEL problem” combinations because reducing the calibration time-period decreases the computational time of all submodels routed inside HYDROTEL sequence. On HYDROTEL 10, the CPU time ratios obtained are related to the ratio between the original and surrogate calibration time-period, i.e. a reduction by 4 times on the calibration time-period is translated by approximately a CPU time ratio of 4. Although there is not a perfect accuracy in this relation, it would be easy to evaluate approximately a CPU time ratio for any calibration time-period of this type of surrogate on HYDROTEL 10.
Figure 3: $1 - NSE$ simulation results obtained for HYDROTEL 10 and 19 problems on the Toulnustouc watershed comparing the surrogates having a reduced calibration time-period with the original models. Rs and $R^2$ coefficients are calculated for the representativeness evaluation.

On HYDROTEL 19, this relation is not apparent because the CPU time ratios obtained are always poor (with a ratio close to 2) and a slight decrease in computational time is observed as the surrogate calibration time-period is reduced. The production of the geomorphological hydrographs on HYDROTEL 19 consumes an additional computational time causing an important deterioration of the CPU time ratios.

4.3 Reducing the number of RHHUs

The automatic process for the RHHUs division of the territory is based on the overland flow directions structure. Therefore, the preparation of this type of surrogates requires a lot of trials to balance the size of each RHHU versus the number of RHHUs. In this particular case, it is more difficult to anticipate the impact of RHHUs reduction on representativeness of the surrogates and CPU time ratios. Figure 4 shows results for the Toulnustouc watershed on HYDROTEL 10 and 19 at different percentages of reduction of the number of RHHUs. Unlike the previous figures, Fig.4 does not show the worst and best instances, because a single instance is considered.

The figure reveals that the representativeness decreases gradually as the number of RHHUs decreases. However, the representativeness on all instances is not so impacted by the RHHUs reduction process. Figure 4 presents an
Table 4: Average CPU time for one single simulation and CPU time ratio of surrogates having a reduced calibration time-period for all six "Watershed-HYDROTEL problem" combinations.

<table>
<thead>
<tr>
<th>Benchmark Models</th>
<th>HYDROTEL - 10 Parameters</th>
<th>HYDROTEL - 19 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surrogates</td>
<td>CEIZUR</td>
<td>COWANSVILLE</td>
</tr>
<tr>
<td>18 months</td>
<td>120.84 sec</td>
<td>26.61 sec</td>
</tr>
<tr>
<td>12 months</td>
<td>46.13 sec</td>
<td>8.13 sec</td>
</tr>
<tr>
<td>9 months</td>
<td>34.81 sec</td>
<td>5.96 sec</td>
</tr>
<tr>
<td>6 months</td>
<td>27.64 sec</td>
<td>5.00 sec</td>
</tr>
</tbody>
</table>


overall Rs greater than 0.961 and $R^2$ greater than 0.945 even with a high percentage of reduction of the number of RHHUs (87.5% of RHHUs removed on HYDROTEL 19). Higher representativeness is obtained on all instances of the Ceizur and Cowansville watersheds for both HYDROTEL problems.

A second observation is that the extent of discrepancy between the original and surrogate models on HYDROTEL 19 is more important than on HYDROTEL 10. Considering this, six instances have been made for HYDROTEL 19 with a gradual reduction on the number of RHHUs for better representation and only three instances with more aggressive percentages of reduction for HYDROTEL 10. According to our analysis, this difference is assigned to the production of the geomorphologic hydrographs (step 2 in Table 1) inside the HYDROTEL routine when the calibration parameters relating with them are modified. On HYDROTEL 10, the calibration parameters related to the production of geomorphological hydrographs are not modified on the 5,000 comparison simulations, but the hydrographs are still produced once because the RHHUs subdivision of the territory have changed following the reduction process. So, on this HYDROTEL problem, the representativeness is evaluated between two different RHHUs subdivisions with their own hydrographs patterns. On HYDROTEL 19, the calibration parameters are modified many times on the 5,000 comparison simulations which leads to the production of new hydrographs for the original and surrogate models every time the calibration parameters related with them are modified. The representativeness is evaluated between the original RHHUs subdivision having a multitude of hydrographs patterns depending on the values of the calibration parameters and the new RHHUs subdivision (surrogate model) having also a multitude of different calculated hydrographs patterns. This may explain why the impact on representativeness is higher on the HYDROTEL 19 problem.

Table 5 presents two opposite scenarios for HYDROTEL 10 versus 19. Results for HYDROTEL 10 suggest that reducing the number of RHHUs decreases the computational time and improves the CPU time ratios. Medium CPU time ratio is obtained for the Cowansville watershed and poor ratios are obtained for Ceizur and Toulnustouc with 87.5% RHHUs removal. A high representativeness and better CPU time ratios may indicate that this surrogate may provide acceptable assets to use it inside efficient calibration processes for HYDROTEL 10.

Results for HYDROTEL 19 show that reducing the number of RHHUs is problematic. As mentioned in Section 3.3, the main question is about the possibility of reaching a low-cost surrogate simulation with the particular routine of HYDROTEL 19, i.e. that introduces less computing of hydrological processes due to a smaller number of RHHUs, but that also involves the production of longer geomorphological hydrographs. Table 5 gives the answer to this question with unusable CPU time ratios for each instance. Slight gains are achieved through wide reductions in RHHUs, but the production of longer hydrographs almost balances the computational time consumed. It possible to observe a slightly peak gain in computational time at 75% RHHUs removal for Ceizur and Cowansville watersheds and at 37.5% for Toulnustouc. However, some instances on Toulnustouc watershed are more time-consuming than the original models. High representativeness is obtained on HYDROTEL 19, but gains in computational time is too little to use this type of surrogate inside an efficient calibration process.
4.4 Final combined surrogate models

Based on the previous computational experiments, the best level of meteorological stations removal is 87.5% and the best calibration time-period is 12 months for both HYDROTEL problems. The best level of RHHUs removal is 87.5% for HYDROTEL 10 versus 75% for the Ceizur watershed and 37.5% for the Cowansville and Toulnustouc watersheds in the case of HYDROTEL 19.

Individually, each type of surrogate model has shown that reduced-fidelity models can be produced with high representativeness, but the CPU time ratios obtained are mostly less than that would be expected if to be used within an efficient calibration process. In order to amplify the CPU time ratio, combinations of the three different types of surrogates is tested on each original “Watershed-HYDROTEL problem” to produce final combined surrogate models. For all watersheds on HYDROTEL 10, final combined surrogate models are set at 87.5% of meteorological stations removal, a 12 months' calibration time-period and at 87.5% of RHHUs removal. For HYDROTEL 19, the variability on the best level of RHHUs removal depends on modeled watershed. This situation generates two different experiments. The first experiments tested the final combined surrogate models at 87.5% of meteorological...
Table 5: Average CPU time for surrogate simulation having a reduced number of RHHUs and CPU time ratios for all “Watershed-HYDROTEL problem” combinations.

<table>
<thead>
<tr>
<th>Surrogates Number of RHHUs</th>
<th>HYDROTEL - 10 Parameters</th>
<th>HYDROTEL - 19 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CEIZUR</td>
<td>COWANSVILLE</td>
</tr>
<tr>
<td></td>
<td>CPU Time Ratio</td>
<td>CPU Time Ratio</td>
</tr>
<tr>
<td>12.5% less</td>
<td>120.84 sec</td>
<td>26.81 sec</td>
</tr>
<tr>
<td>25% less</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>37.5% less</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>50% less</td>
<td>91.58 sec</td>
<td>15.61 sec</td>
</tr>
<tr>
<td>75% less</td>
<td>67.76 sec</td>
<td>9.91 sec</td>
</tr>
<tr>
<td>87.5% less</td>
<td>58.92 sec</td>
<td>6.37 sec</td>
</tr>
</tbody>
</table>

CPU Time Ratio: $\infty$, 1.5 = unusable, [1.5, 4] = poor, [4, 8] = medium, [8, 15] = superior, 15, $\infty$ = ideal

stations removal, a 12 months' calibration time-period and at the best level of RHHUs removal depending on modeled watershed (75% for Ceizur and 37.5% for Cowansville and Toulnustouc). The second tested the final combined surrogate models at 87.5% of meteorological stations removal, a 12 months’ calibration time-period and at the original number of RHHUs; i.e. that the final combined surrogate models are set without reducing the original number of RHHUs.

Table 6 presents that the CPU time ratios obtained for HYDROTEL 10 are all qualified as ideal when the best level of reduced-fidelity models is chosen. Meaning that the final combined surrogate models are at least 15 times less time-consuming than the original hydrological models. More precisely, the CPU time ratios are 44 for the Ceizur watershed, 16 for the Cowansville watershed and 32 for the Toulnustouc watershed. The CPU time ratios obtained for HYDROTEL 19 are, on the opposite, qualified as poor for both experiments, where the CPU time ratios are around 2. Table 6 also illustrates that it is more interesting, in terms of the CPU time ratios, to set the final combined surrogate models without reducing the original number of RHHUs. As reported previously, the production of the geomorphological hydrographs inside the HYDROTEL 19 routine brings uncertainty and variability in the computational time. Moreover, results in Table 6 relates that there is no benefit in reducing the original number of RHHUs even when the best level of RHHUs removal is selected per watershed. Consequently, the experiments with final combined surrogate models set without reducing the original number of RHHUs are selected for HYDROTEL 19.

Table 6: Average CPU time for final combined surrogate simulation and CPU time ratio for all six “Watershed-HYDROTEL problem” combinations.

<table>
<thead>
<tr>
<th>Final Combined Surrogate Models</th>
<th>HYDROTEL - 10 Parameters</th>
<th>HYDROTEL - 19 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CEIZUR</td>
<td>COWANSVILLE</td>
</tr>
<tr>
<td></td>
<td>CPU Time Ratio</td>
<td>CPU Time Ratio</td>
</tr>
<tr>
<td>Benchmark Models</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best Level of Reduced-Fidelity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Models</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without RHHUs Reduction</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

CPU Time Ratio: $\infty$, 1.5 = unusable, [1.5, 4] = poor, [4, 8] = medium, [8, 15] = superior, 15, $\infty$ = ideal
Figure 5 presents the representativeness of the final combined surrogate models for each combination “Watershed-HYDROTEL problem” and the summary of its characteristics regarding each type of surrogate models.

The combination of the three types of surrogates (final combined surrogates) provides higher CPU time ratios in comparison with only one type of surrogate model as presented in Tables 3 to 6. However, representativeness coefficients of the final combined surrogates illustrated in Figure 5 are at a lower-quality and 3 out of 6 surrogate models on this same figure yield representativeness coefficient less than 0.9.

5 Discussion

This paper explores and develops three different types of reduced-fidelity surrogate models and their combination for the original hydrological model HYDROTEL. The surrogates reduce the number of meteorological stations inputting the modelling, the calibration time-periods and the watersheds spatial discretization. The representativeness and the CPU time ratios between original and surrogate models has been compared and evaluated to use it within calibration processes.

The potential to use combined surrogate models for HYDROTEL 10 within an efficient calibration process is enviable due to the ideal CPU time ratios obtained. Moreover, the representativeness coefficients are over or very close to 0.9 for the Ceizur and Toulnustouc watersheds, which should help to exploit properly the surrogate models in calibration. Lower representativeness coefficients are nevertheless obtained on the Cowansville watershed. For the final combined surrogate models of HYDROTEL 19, the CPU time ratios are rather qualified as poor. A priori, the final surrogates developed on this problem do not provide high enough CPU time ratios to implement them within calibration processes. Especially since the representativeness coefficients are over 0.9 for the Toulnustouc watershed and under for the other two watersheds.
The second paper of this research experiments the implementation of the final combined reduced-fidelity models within an efficient calibration process. The optimization framework used for the implementation is the hybrid optimization approach DDS-MADS developed by Huot et al. (2017). This hybrid method merges the convergence analysis and robust local refinement from the Mesh Adaptive Direct Search (MADS; Audet and Dennis, 2006) algorithm with the global exploration capabilities from the heuristic strategies used by the Dynamically Dimensioned Search algorithm (DDS; Tolson and Shoemaker, 2007). This two-step based approach will present some advantages to easily exploit efficiently the final reduced-fidelity models.

Three opportunities emerge from the final combined reduced-fidelity models. Firstly, the variability in representativeness coefficients quality allows the opportunity to evaluate if the recommendation from Toal (2015) is also applicable to reduced-fidelity models. The hypothesis that high representativeness coefficients (over than 0.9) are absolutely necessary to obtain a reduction in computational intensive calibration processes will be addressed in the second paper of this research. Part II will revise this recommendation for reduced-fidelity models.

Secondly, the present paper lists five ranges of CPU time ratio and sets the ideal value of \( r \) to over 15. According to these five ranges, the CPU time ratios obtained on HYDROTEL 10 (ideal ratio) versus HYDROTEL 19 (poor ratios) are at opposite quality levels. Thus, the importance of an ideal ratio between original and surrogate models inside computationally-intensive calibration processes will also be reviewed in follow-up paper.

Thirdly, the reduced-fidelity models developed in this paper raise questions about the original formulation of the HYDROTEL problems. Final reduced-fidelity models suggest high representativeness of the original models, which means that this reduced-modelling level could also well perform in hydrological modelling. Future work will explore the opportunities to use rightfully the reduced-fidelity models as original hydrological models in various hydrological modelling context.

Appendix

A Survey of all calibration parameters inside the HYDROTEL problems

<table>
<thead>
<tr>
<th>Submodels Used</th>
<th>HYDROTEL Model Parameters</th>
<th>Units a</th>
<th>Parameters b</th>
<th>Parameters b</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thiessen Polygons</td>
<td>1 Lapse Rate of Precipitation mm/day</td>
<td>X</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 Lapse Rate of Temperature °C/100m</td>
<td>X</td>
<td>-0.8</td>
<td>-0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 Base Refreezing Temperature °C</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-6</td>
<td>-4</td>
</tr>
<tr>
<td>Mixed (degree-day) energy-budget method</td>
<td>4 Melt Rate Coefficient at the Soil-Snow Interface mm/day</td>
<td>X</td>
<td>0.4</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 Maximum Density of Snow Cover kg/m²</td>
<td>X</td>
<td>300</td>
<td>550</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 Ratio of Snow Compaction °C</td>
<td>X</td>
<td>0.005</td>
<td>0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 Degree-Day-Factor - Conifers Trees mm/day/°C</td>
<td>X</td>
<td>X</td>
<td>0.01</td>
<td>6.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 Temperature Threshold for Melt - Conifers Trees °C</td>
<td>X</td>
<td>X</td>
<td>0.01</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 Degree-Day-Factor - Deciduous Trees mm/day/°C</td>
<td>X</td>
<td>X</td>
<td>0.01</td>
<td>3.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 Temperature Threshold for Melt - Deciduous Trees °C</td>
<td>X</td>
<td>X</td>
<td>0.01</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 Degree-Day-Factor - Non-Forest Environments mm/day/°C</td>
<td>X</td>
<td>X</td>
<td>0.01</td>
<td>3.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12 Temperature Threshold for Melt - Non-Forest Environments °C</td>
<td>X</td>
<td>X</td>
<td>-6</td>
<td>1.59</td>
<td></td>
</tr>
<tr>
<td>Hydro-Quebec method</td>
<td>13 Potential Evapotranspiration Factor</td>
<td>X</td>
<td>X</td>
<td>0.7</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>BV3C</td>
<td>14 Lower limit of soil layer #1 m</td>
<td>X</td>
<td>X</td>
<td>0.05</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15 Lower limit of soil layer #2 * m</td>
<td>X</td>
<td>X</td>
<td>0.05</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16 Lower limit of soil layer #3 * m</td>
<td>X</td>
<td>X</td>
<td>0.05</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17 Extinction Coefficient of Solar Radiation by Vegetation m/hour</td>
<td>X</td>
<td>X</td>
<td>0.00000001</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18 Recession Coefficient</td>
<td>m</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 Additive Coefficient in Soil Type Index</td>
<td>m</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 Drying Effect Factor from Evaporation at Ground Surface</td>
<td>m</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21 Maximum Variation in Relative Humidity per time step</td>
<td>m</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kinematic Wave Equation</td>
<td>22 Manning’s Roughness Coefficient - Forest Cover</td>
<td>X</td>
<td>0.04</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23 Manning’s Roughness Coefficient - Water</td>
<td>X</td>
<td>0.00002</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>24 Manning’s Roughness Coefficient - Other Environments</td>
<td>m</td>
<td>X</td>
<td>0.00002</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 Depth of Runoff of the Geomorphological Hydrograph</td>
<td>m</td>
<td>X</td>
<td>0.00002</td>
<td>0.002</td>
<td></td>
</tr>
</tbody>
</table>

a Blank spaces mean no unit
b Blank spaces mean fixed parameter

superscript a Lower Limit of Soil Layer #2 = 0.05 \( \leq x \leq 1 \times 10^{-4} \)

superscript b Lower Limit of Soil Layer #3 = 0.05 \( \leq x \leq 1 \times 10^{-4} \)
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