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Abstract: We present a new strategic multi-period optimization problem for the siting of electric vehicle (EV) charging stations. One main novelty in this problem is that EV adoption over time is influenced by the availability of charging opportunities, as well as by local EV diffusion. Furthermore, to the best of our knowledge, this is the first contribution where the distribution of charging demand is modeled with a combination of node-based - more appropriate for urban or suburban settings - and flow-based approaches - with which we can model the needs of EVs to recharge on intermediary stops on long-haul travels. We propose a mixed-integer linear programming (MILP) formulation for this problem. Our computational experiments show that by simply implementing it in state-of-art MILP solvers, we are unable to obtain feasible solutions for realistically-sized instances. As such, we propose a rolling horizon-based heuristic that efficiently provides provably good solutions to instances based on much larger territories (namely the province of Quebec and the state of California) than those tackled by the methods proposed in the literature for the location of EV charging stations.
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1 Introduction

Major reforms to the transportation sector are necessary if humanity is to stymie the advances of climate change. In 2015, this sector was responsible for a quarter of all the greenhouse gas emissions in Canada [10], U.S. [42] and Europe [12]. Electric vehicles (EVs) have long been regarded as an auspicious way to curtail the emissions produced by road transportation, as well as to decrease our dependency on limited fossil energy sources. As such, many countries have started setting ambitious targets for future EV adoption [30]; some are even reportedly planning to ban the sale of internal combustion engine vehicles (ICEVs) altogether, as early as of 2025 [31]. EVs have zero tank-to-wheel emissions, and depending on the electric energy sources, they can also have substantially lower well-to-wheel emissions than those of ICEVs [49].

There are still, however, important hurdles that must be overcome for mass market adoption of EVs to become a reality. One of them is that, as of 2018, the average purchasing cost of an EV is significantly higher than that of an ICEV, and thus not accessible to a large share of people. For that reason, some countries offer incentives to purchasing EVs, such as rebates, tax exemptions or access to high-occupancy lanes [37]. Supply-side policies like the zero-emission vehicle mandate from California and Quebec, which encourage or require automakers to develop and sell EVs, also have the potential to lower prices over the coming years through competition [27].

Despite considerable technological progress, another major obstacle to mass adoption is the limited travel range of EVs [25]; according to the U.S. Department of Energy, even though some models offer ranges of more than 500km, the median range was, as of 2017, only 183km [29]. In addition, up until recently, this was aggravated by the hours-long charging idle times that first-generations “slow” stations imposed. Level 1 stations charge through a 120V alternating-current (AC) plug, and take around 20 hours to fully charge of a standard battery EV (with a 20-30kWh sized battery). The second generation of charging stations, Level 2, charge through 240V AC plugs and reduce the charging time of a full charge to 4 to 6 hours [15]. This is especially cumbersome for someone who does not have charger access at home, and discourages residents of multi-dwelling housing from adopting EVs [1]. For these same reasons, long inter-city travel has also been all but impossible. Level 3 “fast” chargers can now provide an 80% charge in only 20 to 30 minutes, by charging through a 480V direct-current (DC) plug; for that reason, they are also referred to as Fast DC stations. A wide-reaching network of these fast chargers, publicly available along both people’s daily commutes and longer travel itineraries, can overcome the issues of range anxiety and inconvenient waiting times [5], making EV mass adoption much more plausible.

It is often observed that charging infrastructure is particularly susceptible to the “chicken or egg” dilemma (see, e.g., [7, 28, 43]): the willingness of customers to purchase EVs is dependent on widespread availability of chargers, yet market-driven investments in chargers are unlikely while adoption is low. Thereby, initial investments for such an extensive infrastructure will likely be mostly driven by governments.

Contributions In this paper, we present a new optimization framework that can help decision makers discern where best to site new charging stations. In this framework, the goal is twofold: i) effectively cover present charging demands, and ii) increase EV adoption over a given time horizon, that allow decision makers to reach the ambitious targets mentioned in the beginning of this section. As such, we study a new strategic multi-period optimization problem that incorporates demand dynamics describing how siting decisions made at one period impact the charging demand in the subsequent periods. This follows recent trends in the literature that deal with the aforementioned “chicken or egg” dilemma. The problem we define in this framework differs however from previous ones in two major ways. First, it is, to the best of our knowledge, the only such problem to combine a node-based approach (see, e.g., [6, 14, 38]) and a flow-based approach (see, e.g., [7, 16, 22, 52]) to model the spatial distribution of the charging demand (in Section 2 these two approaches are defined in detail, along with an exhaustive literature review). This integration allows decision makers to optimize the siting of EV charging stations in territories that include both urban and inter-urban areas. Second, we incorporate within our framework a new demand dynamic that reflects the positive effect in EV adoption growth of charging availability [52] and social influence (see Section 2 for more detail). We propose a mixed-integer linear programming (MILP) formulation for this problem. Extensive computational results reveal that by simply implementing it in the state-of-art MILP solver CPLEX, we are
unable to produce good feasible solutions for most realistically sized problem-instances. Accordingly, we propose a rolling horizon-based primal heuristic that is capable of efficiently creating good feasible solutions. Thereby, the proposed framework can produce provably-good siting plans for much larger territories than previous state-of-art methods. We validate our framework by showing results for instances that represent the province of Quebec in Canada (2363 candidate siting locations) and the state of California in the U.S. (4608 candidate locations).

**Layout** This paper is structured as follows. In Section 2 we present a review of the relevant literature, and further explain the main contributions of our work. In Section 3, we formally define the proposed optimization problem, and in Section 4 we describe a MILP formulation that models it. In Section 5, we present the rolling horizon heuristic. In Section 6, we compare the performance of the CPLEX solving the proposed MILP formulation with and without heuristic, by analyzing results from computational experiments on large real-life instances. Finally, in Section 7, we draw conclusions, and discuss future research directions.

## 2 Literature review

In recent years, the question of how to optimally locate new chargers has received a lot of attention in the literature [21]. The optimization problems studied in the literature typically extend general facility location problems, while tackling technical constraints specific to EVs, including their limited range. In these approaches, a finite set of candidate locations is identified a priori, and one must choose in which of them to site charging stations in order to best serve existing or potential demand. To model the spatial distribution of demand, one of two approaches is usually taken: node-based or flow-based [43].

In the node-based approach, drivers are assigned to one [14, 38] or a few [6] fixed locations (e.g., place of residence or work), and they are able to recharge their vehicle as long as there is a charger in the vicinity. These models are more appropriate when deployment decisions are limited to an urban or suburban setting, where most drivers usually do not stray too far from their assigned location(s). Nevertheless, they present an obvious limitation: they cannot account for the limited travel range of EVs that is an issue on long-haul travels, as discussed before.

Thereby, most recent contributions have opted for a flow-based approach for modeling charging demand. In this approach, drivers are instead assigned to origin-destination (OD) pairs, and chargers must be deployed, so that they allow the drivers to complete the itinerary without the battery of their cars running out of energy. A seminal flow-based location problem for refueling/recharging stations for range-limited vehicles is the Fuel Refueling Location Problem (FRLP, often referred to as Fuel Refueling Location Model), first proposed by Kuby and Lim [22] in 2005. The FRLP seeks to locate a fixed number of refueling stations so as to maximize the share of “captured” flow. This problem has since been receiving a lot of attention. One line of research literature proposes different solution methods or alternative formulations to solve the FRLP more efficiently [4, 26]. Other works have studied different variations or extensions of the FRLP. In [24, 28, 45, 46, 47], a similar problem is tackled, which instead finds a minimum-cost deployment that covers all the demand. In [16, 17, 44], capacities are imposed that limit how many vehicles can be served by each station. While in the FRLP each OD pair is assigned a single routing path (normally the shortest one), in [17, 18, 19, 20, 51] so-called deviation paths are allowed; this suggests that drivers are willing, up to a certain extent, to stray from their shortest route to charge their vehicles.

Despite these recent modeling and algorithmic advances, solving realistic instances of the FRLP still poses significant computational challenges, since in real-life instances the numbers of OD pairs is extremely large. Therefore, past works on the FRLP have focused on inter-city siting contexts, where each node in the underlying network represents a large population center. At the same time, they ignore siting decisions within each such center because considering those with the same flow-based approach would predictably make the problem intractable. This simplification might be acceptable for decision makers looking only to serve early adopters of EVs, who often have access to home chargers. Nevertheless, mainstream adopters will also require infrastructure along their daily commutes, making it necessary for decisions to be taken simultaneously in inter-city and intra-city settings. To the best of our knowledge, the optimization problem...
proposed in this paper is the first to jointly consider both approaches, node-based for intra-city settings, and flow-based for inter-city travels, for EV charging infrastructure siting decisions.

A major challenge to validate the various approaches proposed in the aforementioned papers is the realistic representation of EV charging demand. Node population is often used to estimate charging demand, either directly as in the case of node-based models [14], or as a way to calculate OD flow demand (see, e.g., [4, 44]). Alternatively, in [6, 8, 46], surveys conducted with drivers of all types of vehicles are used to infer data on EV charging demand, and in [35], taxi fleets are used as proxies for EV early adopters. We refer the reader to [21] for a more complete review. Arguably, the most significant limitation of these approaches is not the accuracy of estimations of current EV ownership, but rather that the numbers and geographical distribution of EV ownership will likely change significantly in the coming years and decades.

Therefore, and also because the necessary infrastructure investment is expensive and must be spread over time, it makes sense to consider strategic multi-period deployment plans that take into account the evolution of demand over the next years [7, 25, 50]. In [7], the FRLP is extended to multiple periods, and the goal is to maximize the total traffic flow. In [25], the objective is instead to minimize the cost of covering all OD trips, and to integrate the changing network topology dynamics of growing EV markets, new OD trips are added to the network from period to period. The formulation in [50] is also a set-covering one but it allows partial coverage subject to penalty costs. In addition, [50] recognizes the importance of considering station capacities and proposes a chance-constrained stochastic formulation that models drivers as finding a vacant charger within a certain amount of time with a given probability.

In [7, 25, 50], the spatial distribution and the volume of the charging demand changes over time, but is exogenous to the optimization process, i.e., the siting decisions taken at a given period have no impact on the demand in the subsequent periods. Zhang et al. [52] identify the importance of incorporating the positive effect that charging availability has on the growth of EV adoption within the optimization problem. Therefore, they propose a multi-period FRLP with capacity constraints and demand dynamics. The demand dynamics define the rate at which path-specific EV market shares increase from one period to the next as a weighted sum of two factors: i) the natural growth of EV market share (given as an input), and ii) the charging opportunities for that path, relative to the average charging opportunity of the entire network. One important feature of this growth function is its nonlinearity, which leads to a mixed-integer nonlinear programming (MINLP) model. The computational experiments presented in [52] show that solving the proposed model with a standard MINLP solver quickly becomes impossible as the size of the instances increase. For example, the authors report that they were not able to find a feasible solution within 2 hours for an instance using the Sioux-Falls test network (24 nodes, 38 edges) [23], with 16 OD pairs and 3 time periods. For this reason, the authors propose to solve the model on a rolling horizon, i.e., optimize decisions for a single period at a time, and fix those decisions when solving the same subproblem for subsequent periods. In this way, no MINLP problem needs to be solved: since the path-specific market shares can be directly calculated based on the decisions already taken for past periods, nonlinearities disappear in the model representing the single-period subproblems. The results in [52] suggest that this method is much more effective in producing feasible solutions than the multi-period model. However, it is hard to evaluate the quality of these solutions relative to the optimal ones. Even though the authors are able to show that, for the small-sized Sioux-Falls instances, the quality of the solutions is similar to the ones generated by the MINLP solver, it is unclear how far from optimality the latter are (none are said to be optimal, and no relaxation bounds are reported).

The problem we consider in this paper is similar to the one in [52] in that it also considers multiple installation periods, and also incorporates demand dynamics that model the impact that the investment decisions have on EV adoption in future periods. Nevertheless, there are important differences as to how these demand dynamics are defined. In [52], the main dynamic impacting the market share growth rate of a given OD pair is the availability of charging opportunities, compared to the average availability in the entire network. While there are early signs that station availability impacts people’s decision to purchase an EV (see, e.g., [2]), to the best of our understanding, no evidence is presented in [52] as to why they would perceive their charging opportunities as relative to those of others, and not simply according to their own needs. Moreover, as market shares are associated with OD pairs and the objective is maximize the total flow
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We define a new demand dynamic to be incorporated in the proposed optimization problem. At each period, and for each urban zone, we first estimate the number of potential new EV adopters as a function of the number of EV owners in the previous period. This dynamic implies that there is a contagion-like effect to EV adoption, where as people see more EVs around, they become more comfortable with the idea of owning one [32, 48]. This effect, referred to as "diffusion of innovations" [34], has been observed in the spread of many technologies, including other green technologies like rooftop solar [33]. In 2014, an initiative from the U.S. Department of Energy [41] saw that employees of workplaces with a charging station were 20 times more likely to drive an EV than the average worker, suggesting that peoples’ decision to adopt EVs might also be influenced by their social environment and network. In [48], the authors present a realistic agent-based model for the adoption of EVs, that considers the effect of this social influence. Our model imposes no pre-conditions on the shape of the aforementioned growth function (further on, in Section 6.2, we discuss some possibilities based in real-life data); since the remaining optimization problem is already discrete, we do however approximate it with a piecewise linear function, thereby benefiting from the powerful capabilities of existing MILP solvers. The final determination of how many of these potential customers ultimately decide to purchase an EV is based on the charging opportunities available, both close to their place of residence, and along their more traveled (longer) routes.

3 Problem definition and notation

In this section, we formally define the optimization problem studied in this paper and introduce the notation. Let \( T \) be the set of investment periods, and \( N \) the set of candidate locations where a charging station might be installed. We denote as \( l_j \), the number of charging stations already sited at location \( j \in N \), before the start of the time horizon described by \( T \) (it is possible that \( l_j = 0 \)). The installation cost per station is denoted as \( c^U \), and \( c^F_j \) is the one-time cost of installing stations in \( j \), including the cost of the land purchase and electrification (\( c^F_j = 0 \) if \( l_j > 0 \)). Siting decisions are limited by an overall budget \( B \), and a maximum budget per period \( b^t \) (in general, \( \sum_{t \in T} b^t > B \)), as well as local bounds \( e_j \) that restrict how many stations can be installed in location \( j \in N \). In this study, we assume that only Level 3 or FastDC stations will be installed (see Section 1). However, this approach can be easily adapted to consider multiple types of charging stations.

Some locations, namely those in \( N' \subseteq N \), also represent population centers, each \( i \in N' \) having \( r_i \) residents. It is possible that some of these residents already own EVs, as of the start of the first period in \( T \); we refer to it as the initial demand of the corresponding center. In their daily routines, residents of location \( i \in N' \) are willing to charge their vehicle in other neighboring locations, which we represent as \( N_i \subseteq N \). We assume that stations are capacitated, and we thereby define a bound on how many drivers can be assigned to charge in each, at each time period. These bounds \( a^t, t \in T \), depend on i) the anticipated best-case “active” period for a charging station (e.g., it is unrealistic to assume people are willing to charge at any time of the day), ii) the average charge duration, iii) the average driver mileage, and iv) the average EV range.

As explained in the previous section, we assume that future EV adopters expect to be able to travel to other farther destinations. As such, we define a highway network \( G = (N^R, A) \), where \( N^R \subseteq N \) (it might be that \( N^R \cap N' \neq \emptyset \)) is the set of road nodes, and \( A \) represents the set of road segments, each connecting two nodes in \( N^R \). Previous works on flow-based problems, such as the FLRP, have revealed that siting problems quickly become computationally intractable as the number of OD pairs grows; as such, rather than considering the routes between every pair of locations in \( N' \), we cluster them by larger urban zones, and ensure that EV drivers can travel between those. Let \( N_u \subseteq N \) be the set of population centers belonging to urban zone \( u \in U \); we assume that every population center is assigned to one and only one urban zone. The geographical spread of the locations in each zone should be reasonably compact and within a limited radius, e.g., a given urban zone \( u \in U \) might represent a mid-sized city, and each location in \( N_u \), a neighborhood within that city. Note that it is possible to have \( j \in N_i, j \in N_u, i \in N_v : u \in U, v \in U, u \neq v \), i.e., in their
daily routines, residents of a given population center might be willing to charge in a location that does not belong to the same urban zone but to an adjacent one.

Let $d_{uv}$ be the share of EV drivers in $u \in U$, traveling to $v \in U$. We assume that $\sum_{v \in U} d_{uv} = (1 - \alpha)$, where $\alpha \in [0, 1]$ is a parameter estimating how often EV owners charge close to home, rather than on long-haul travels. In the instances presented in Section 6.2, we estimate the value of each $d_{uv}$ following the gravity spatial interaction model [13]. For the sake of simplicity, each urban zone is represented by a node in $N^R$, which can be seen as the access of the respective population centers to the highway network (as such, we designate it as access node). We define $P_{uv}$ as the set of paths that drivers in $u$ are willing to take to get to $v$; normally this will include the shortest, plus a few others whose length does not differ too much from that of the shortest. Some previous works have considered all so-called path deviation for each OD pair (see previous section); in this paper, we adopt a more conservative approach, and assume that mainstream customers are not too willing to compromise their daily habits when deciding whether or not to adopt EVs, and only consider a few possible path deviations. Moreover, we define $N_{uv}$ and $A_{uv}$ as, respectively, the set of nodes and the set of road segments on path $p \in P_{uv}$. Some road segments, at the beginning of each path, can be reached without the need for recharging; we denote as $A_{ptuv}$ those that cannot, based on the average EV range at period $t \in T$. We denote as $N_{ptuv} \subseteq N_{pu}$ the set of candidate nodes along the path between $u$ and $v$, where drivers can (and must) charge their EV in order to reach the end node in road segment $a \in A_{ptuv}$. For details on how to calculate these sets we refer the reader to [17]. Note that in [17], OD pairs are represented as bidirectional; hence, two sets of candidate nodes are created for each pair, one per direction. Here we instead represent each OD pair as unidirectional, as $d_{uv}$ might be distinct from $d_{vu}$.

The goal of the proposed optimization problem is to maximize the number of EVs at the end of the last period in $T$. Let $H^t_u$ be the number of EVs based in zone $u \in U$, at the beginning of period $t \in T$. The number of potential new EV owners in each period, is given by a piecewise linear function of the number of EVs in the previous one, $\phi(H^{t-1}_u)$; we assume that their distribution among the locations in $N_u$ is proportional to the population of each of these centers. The model imposes no conditions on the general shape of this function, other than it being continuous, non-decreasing and smaller than $r_u$, where $r_u = \sum_{i \in N_u} r_i$. The set of segments in the piecewise linear function associated with $u \in U$ is denoted as $S_u$. Each segment $s \in S_u$ is bounded by two breakpoints, $q_{s-1}^u$ and $q_s^u$, and characterized by a slope $m_s^u$ and an intercept $o_s^u$. Henceforth, we say that urban zone $u \in U$ is at penetration level $s \in S_u$ during period $t \in T$ if $q_{s-1}^u \leq h^{t-1}_u \leq q_s^u$. This notation is illustrated in Figure 1. We assume that out of these potential new EV owners, only those who have charging availability in their neighborhood and along the way to other urban zones, ultimately decide to purchase an EV.

![Figure 1: Notation for each segment of $\phi(h^{t-1}_u)$](image)
4 Model

In this section, we present an MILP model for the problem described in the previous section. We first define the following sets of decision variables:

- \( x^t_j \): number of charging stations to be installed in location \( j \in N \) at the beginning of period \( t \in T \);
- \( y^t_j \): 1 if a first station is installed in \( j \in N \) at the beginning of period \( t \in T \), 0 otherwise (\( y^t_j = 1 \) if \( l_j > 0 \));
- \( w^u_s \): 1 if urban zone \( u \in U \) is at penetration level \( s \in S_u \) at the beginning of period \( t \in T \), 0 otherwise;
- \( z^u_s \): number of EVs based in urban zone \( u \in U \) which is at penetration level \( s \in S_u \) at the beginning of period \( t \in T \);
- \( h^t_{ij} \): number of EVs based in population center \( i \in N' \) charging at a station in location \( j \in N_i \) by the end of period \( t \in T \);
- \( f_{uv}^{pt} \): number of EVs traveling from \( u \in U \) to \( v \in U \) (\( u \neq v \)) via path \( p \in P_{uv} \) during period \( t \in T \);
- \( g_{uv}^{pt} \): number of EVs traveling from \( u \in U \) to \( v \in U \) (\( u \neq v \)) via path \( p \in P_{uv} \) and charging at a station in location \( j \in N_{uv} \) during period \( t \in T \).

Note that \( h^t_{ij} := \sum_{j \in N_i} \sum_{j \in N_i} h^t_{ij} \). Using these variables, and the notation presented in the previous section, we provide the following formulation:

\[
\begin{align*}
\text{max} & \quad \sum_{w,x,y,z} \sum_{i \in N'} \sum_{j \in N_i} h^{Tt}_{ij} \\
\text{s.t.} & \quad \sum_{j \in N} \sum_{t \in T} (c^u x_j^t + c^f y_j^t) \leq B \quad (2) \\
& \quad \sum_{j \in N} (c^u x^t_j + c^f y_j^t) \leq b^t, \quad t \in T \quad (3) \\
& \quad \sum_{j \in N} x^t_j + l_j \leq e_j \sum_{j \in j} y^t_j, \quad j \in N, t \in T \quad (4) \\
& \quad \sum_{i \in T} y^t_j \leq 1, \quad j \in N \quad (5) \\
& \quad y^t_j \geq x^t_j, \quad j \in N : l_j = 0, t \in T \quad (6) \\
& \quad \sum_{s \in S_u} z^u_s = \sum_{i \in N_i} \sum_{j \in N_i} h^{t-1}_{ij}, \quad u \in U, t \in T \quad (7) \\
& \quad \sum_{s \in S_u} \sum_{u \in U} \sum_{t \in T} (o^u w^u_s + (m^u_s - 1) z^u_s), \quad u \in U, s \in S_u, t \in T \quad (8) \\
& \quad \sum_{u \in U} \sum_{t \in T} w^u_s \leq 1, \quad u \in U, t \in T \quad (9) \\
& \quad \sum_{j \in N_i} h^t_{ij} \leq \sum_{j \in N_i} h^{t-1}_{ij}, \quad u \in U, i \in N_u, t \in T \quad (10) \\
& \quad \sum_{j \in N_i} h^{t-1}_{ij} \leq \sum_{j \in N_i} h^t_{ij}, \quad i \in N', t \in T \quad (11) \\
& \quad (1 - \alpha)d_{uv} \sum_{i \in N_u} \sum_{j \in N_i} h^t_{ij} \leq \sum_{p \in P_{uv}} f_{uv}^{pt}, \quad u \in U, v \in U, t \in T \quad (12) \\
& \quad f_{uv}^{pt} \leq \sum_{j \in N^u_{pt}} g_{uv}^{pt}, \quad u \in U, v \in U, p \in P_{uv}, a \in A^p_{uv}, t \in T \quad (13) \\
& \quad \alpha \sum_{j \in N} h^t_{ij} + \sum_{j \in N} \sum_{j \in N_i} \sum_{j \in N_i} g_{uv}^{pt} \leq \alpha t (l_j + \sum_{j \in j} x^t_j), \quad j \in N, t \in T \quad (14) \\
& \quad x^t_j \in \mathbb{N}^0, \quad j \in N, t \in T \quad (15) \\
& \quad y^t_j \in \mathbb{B}, \quad j \in N, t \in T \quad (16) \\
& \quad w^u_s \in \mathbb{B}, \quad u \in U, s \in S_u, t \in T \quad (17)
\end{align*}
\]
Constraint (2) limits the cost of the full investment. Constraints (3) additionally impose a budgetary limit on the investment made at each period. Constraints (4) and (5) bound the number of stations that can be installed in each location. At the same time, together with inequalities (6), constraints (4) guarantee that the capital cost is paid when a first station is installed at each location (and not before nor after). In constraints (7), we calculate the number of EVs that exist in each urban zone at the beginning of each period; through the bounds (8), we ensure that this value is assigned to the \( z \) variable corresponding to the correct penetration level. Naturally, at any period, each location can only be at a single penetration level. Thereby, in the right hand side of (10), we determine the number of potential new EVs at every zone; as stated in the previous section, we assume that their distribution among the centers within the zone is proportional to their respective population.

The objective is to maximize the total number of EVs at the end of the last period (1). The number of EVs in each location at the end of each period is bounded by the number of potential new drivers (10), the number of EVs in the previous period (11), and the availability of charging opportunities (12)–(14). Constraints (12) determine the number of EVs that must travel between each pair of urban zones, through each of the paths connecting them. In constraints (13), we ensure that these paths can be completed given the EVs limited range; thus, those vehicles traveling on the path \( p \in P_{uv} \) during period \( t \in T \), must charge their vehicle in one of the nodes in \( N_{uv}^p \), if they are to arrive at arc \( u \in U \). Finally, constraints (14) bound the number of EVs that can be assigned to charge at each location, given the number of stations installed there.

Note that for \( t = 1 \), the right hand side of (7) should be replaced by the initial demand of the respective location. In (11), the left hand side should also be replaced by the share of initial demand for which the decision maker must guarantee coverage. It should be noted, though, that enforcing a high coverage guarantee can lead to instances for which there is no feasible solution due to the budgetary restrictions of the first period. For this reason, in the experiments described in Section 6, we impose no such lower bound. The impact of this omission on the long term decisions is expected to be minimal since the number of early EV adopters is still very small; moreover, as seen in Section 1, these EV owners are likely to have charger access at home.

### 5 Rolling horizon heuristic

We solve the formulation proposed in the previous section using the state-of-the-art MILP solver CPLEX. However, as will be shown in Section 6, CPLEX often struggles to produce good primal solutions. As such, we present in this section a primal heuristic that is more efficient in creating good feasible solutions. This heuristic is the base of our proposed solution method, where we use it to warm start CPLEX.

In this heuristic, we solve our problem on a rolling horizon, i.e., we approach the problem iteratively, considering a single period at a time. In each iteration, the objective is to maximize the total number of EVs at the end of the corresponding period, while assuming that decisions undertaken in previous iterations are fixed. Formulation (22)–(36) represents the sub-problem that must be solved at each iteration, for period \( \bar{t} \); we represent sitting decisions that are fixed by \( \bar{x} \) and \( \bar{y} \), whereas \( x \) and \( y \) continue to be decision variables.

Even though we must solve \( |T| \) MILP subproblems, each subproblem is much easier than the complete multi-period one, mainly because the number of potential new EV adopters becomes exogenous to the optimization problem. As such, it is not necessary to use the many variables and constraints necessary to model the piecewise linear growth function, as in the original multi-period formulation. In constraints (28), we represent the lower and upper bounds on the number of EVs by \( \bar{h} \) and \( \bar{h}^+ \), respectively; for each \( i \in N' \), \( \bar{h}_i := \sum_{j \in N_i} \bar{h}^{-1}_j \) and \( \bar{h}^+_i := \bar{h}^-_i + \frac{1}{r_u} (u_{u_i} + (m_{u_i} - 1)H_{u_i}^{-1}) \), where \( u \in U \) is such that \( i \in N_u \) and \( \bar{s}_u : q_{uv}^{-1} \leq H_{u_i}^{-1} \leq q_{uv}^+ \).
This heuristic is greedy with respect to the available budget resources. This means that this procedure always prioritizes investment in the incumbent period (as long as it maximizes the number of EVs at the end of it), even if that expenditure may be more consequential in subsequent periods. As a result of that, the relative quality of the solution created by this heuristic might worsen when \( \sum_{t \in T} b^t \gg B \). We analyze this in our computational experiments, whose results are presented in Section 6.

It might happen that at a given period all the existing and potential new EV drivers at every location can be served, without the need to spend all the installation budget available for that period. Nevertheless, it does not make sense to leave these funds unused. Indeed, at a later period, the possibility of having a higher EV adoption might be conditional to the existence of more charging stations than those already sited plus those that can be newly installed given the respective period-specific budget. Therefore, at each iteration, we allow for new siting decisions to be made retroactively, and assigned to the budget of a past period (as long as it has not been already complete allocated, naturally). For this reason, at each iteration of our rolling horizon, our formulation features variables \( x \) (32) and \( y \) (33) associated with the incumbent period, as well as with all the preceding periods; nevertheless, the value of those corresponding to decisions already defined in previous iterations are fixed, and cannot be changed.

In the next section, we discuss some further details on the implementation of this heuristic.

\[
\max_{\tilde{x}, \tilde{y}} \sum_{f, g, h} \sum_{i \in N^f} \sum_{j \in N_i} h_{ij} \\
\sum_{j \in N} \sum_{t \leq t} (c^f x^t_j + c^g y^t_j) \leq B - \sum_{j \in N} \sum_{t < t} (c^f \bar{x}^t_j + c^g \bar{y}^t_j) \\
\sum_{j \in N} (c^f x^t_j + c^g y^t_j) \leq b^t - \sum_{j \in N} (c^f \bar{x}^t_j + c^g \bar{y}^t_j), \quad t \leq \bar{t} \\
\sum_{t' \leq t} (x^t_j + \bar{x}^t_j) + l_j \leq e_j \sum_{t' \leq t} (y^t_j + \bar{y}^t_j) \quad j \in N, t \leq \bar{t} \\
y^t_j \leq 1, \quad j \in N : \sum_{t' \leq t} y^t_j = 0 \\
x^t_j \leq \bar{x}^t_j, \quad j \in N : l_j = 0 \wedge \sum_{t' \leq t} \bar{y}^t_j = 0, t \leq \bar{t} \\
\tilde{h}^-_i \leq \sum_{j \in N_i} h_{ij} \leq \tilde{h}^+_i, \quad i \in N^f, t \in T \\
(1 - \alpha)u_{uv} \sum_{i \in N_u} \sum_{j \in N_v} h_{ij} \leq \sum_{p \in P_{uv}} f^p_{uv}, \quad u \in U, v \in U, \\
f^p_{uv} \leq \sum_{j \in N^p_{uv}} g^p_{uvj}, \quad u \in U, v \in U, p \in P_{uv}, a \in A^c_{uv} \\
\alpha \sum_{i \in N_j} h_{ij} + \sum_{\{u, v\} \in \mathcal{U}^2} \sum_{p \in P_{uv}} \sum_{j \in N^p_{uv}} g^p_{uvj} \leq a^f (l_j + \sum_{t \leq t} (x^t_j + \bar{x}^t_j)), \quad j \in N \\
x^t_j \in \mathbb{N}^0, \quad j \in N, t \leq \bar{t} \\
y^t_j \in \mathbb{B}, \quad j \in N : \sum_{t' \leq t} \bar{y}^t_j = 0, t \leq \bar{t} \\
f^p_{uv} \geq 0, \quad u \in U, v \in U, p \in P_{uv} \\
g^p_{uvj} \geq 0, \quad u \in U, v \in U, p \in P_{uv}, j \in N^p_{uv} \\
h_{ij} \geq 0, \quad i \in N^f, j \in N_i 
\]

6 Computational experiments

In this section, we i) provide more details on the implementation of our proposed solution methods (Section 6.1), ii) present a test set with instances based on realistic siting landscapes (Section 6.2), and iii) analyze
the results of computational experiments performed using the test set to assess and compare the capabilities of the proposed methods.

6.1 Implementation

We implement the formulation (1)–(21) in IBM ILOG CPLEX 12.8 using its Java API, and solve each instance of the problem using CPLEX standard solving method. We set CPLEX parameters such that it uses the Barrier method as the linear programming (LP) solver at the root node, and the Dual method in all others. Before running the solver, we determine which variables \( w \) and \( z \) can be fixed to zero \textit{a priori}, by computing in the pre-processing phase the highest penetration level each urban zone can be at, in a hypothetical best-case scenario where local and inter-city charging availability is maximal (given bounds \( e_j, j \in N \) - see Section 3). For the sake of simplicity, in Section 6.3, we denote this approach as CPLEX in the tables and graphs presenting the results of computational experiments.

Our proposed solution method \( SM \) extends the latter by first running the primal heuristic presented in Section 5, and using the feasible solution generated by it to warm start CPLEX (via the MILP start functionality). At each iteration of the primal heuristic, we solve formulation (22)–(36), by using the same LP solver configuration as above, and by setting CPLEX MILP emphasis switch parameter settings to prioritize the search for feasible solutions over the proof of optimality. We impose a time limit for this heuristic of half the length of the time limit established for the entire \( SM \). In preliminary experiments, we observed that the MILPs at the first iterations tend to be more challenging for CPLEX than the ones at later iterations. As such, we do not divide the aforementioned time limit equally, but instead allow the first \( \left\lceil \frac{|T|}{2} \right\rceil \) iterations to run for a longer time than the others. If an iteration is completed before its respective time limit, the remaining time is added to the time limit of the subsequent iteration; an iteration is completed if a feasible solution to the corresponding MILP is found, and is proven to have a relative optimality gap of at most 1%.

All experiments are run on a single core within the Graham cluster of Compute Canada (Intel “Broadwell” CPUs at 2.1. GHz).

6.2 Test set

To test the computational performance of our solution methods, we create two networks, that represent siting locations in the province of Quebec in Canada, and in the state of California in the U.S.. Both regions have large geographical areas, and governments committed to the goal of electrifying their road transportation.

\textbf{Quebec network} We denote as Quebec, the network depicted in Figure 8. This network has 2363 candidate locations, out of which 547 are population centers represented by gray nodes. Each center has an average population of 1158, with the numbers of residents ranging from 7111 to 20138. The location and population of these centers is based on data of the Canadian 2016 census [36]. However, they do not have a one-to-one correspondence to real census subdivisions, but rather represent aggregations of “reasonably” populous municipalities; thereby, the sum of all residents considered in this instance represents 78% of the total population of the Quebec province. We aggregated these locations in 40 urban zones, whose access nodes are represented in Figure 8 by a star shape; they were selected such that every population center was within 30km of its assigned access node. Each population center was also given an initial demand, randomly generated from a Gaussian distribution with mean of 0.2% of each center’s population.

Finally, the 1816 white circles in Figure 8 represent candidate locations along the main roads in Quebec’s highway system. The distance between two sequential road nodes fluctuates slightly, but is never less than 10km; we define this distance as the \textit{road precision}. For each pair of urban zones, whose minimum road distance is greater than half of the average EV range (see “Remaining parameters”), we computed up to five paths that EV drivers are willing to take to travel between them. To generate these paths, we calculated the five shortest paths, but imposed additional conditions ensuring that i) none can exceed the distance of the shortest path by more than 10%, and ii) they must differ from the others in at least 10% of their length.

We assigned already-existing fast charging stations to nearby locations, following data from Quebec’s Circuit électrique [9]; there were 71 fast charging stations when this network was created.
Quebec subnetworks

To better understand how different topological characteristics of the siting landscape might impact the performance of the proposed solving methods, we also randomly generated 150 additional network-instances, each a subnetwork of the Quebec network described above. In addition to the aforementioned road_precision, we define the following parameters: n_zones (|U|), n_centers (|N'|), and max_width (the maximum road distance observed among all of the shortest paths connecting two urban zones selected in the subnetwork). Table 1 details, for each of these parameters, all the values that were used to generate the different subnetworks. An instance was created for every possible combination of these values, with the following exceptions for which no subnetworks of Quebec exist: i) n_zones = \{20, 30\} and n_centers = 20, and ii) n_zones = \{20, 30\} and max_width = 200.

<table>
<thead>
<tr>
<th>n_zones</th>
<th>n_centers</th>
<th>max_width</th>
<th>road_precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>600</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>1000</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>300</td>
<td>\infty</td>
<td></td>
</tr>
</tbody>
</table>

California network

We designate by California, our second large-size network depicted in Figure 9. This instance has 4608 candidate locations, including 1832 population centers. The population of each center ranges from 5006 to 137779 residents, with the average being of 14901. We used data from the 2010 U.S. census [39] to generate these centers, but simplifications were made as was the done for the Quebec instance (see “Quebec network”); as such, the population included in our instance-network corresponds to 73% of the total population of the state of California as of 2010. These population centers were clustered in 75 urban zones, which were selected such that every center is within 15km of their respective access node. Each population center was assigned a randomly-generated initial demand (Gaussian distribution with mean of 0.95% of the center’s population). The remaining 2776 nodes represent candidate locations along the roads of California’s highway network, with a road_precision of 10km. Following the same rules described above for the Quebec case, we generated up to 5 possible routing paths between every pair of urban zones. We assigned 1408 of the fast charging stations that existed as of the creation of this network to nearby locations (data from the the U.S. Department of Energy [40]).

Growth function \(\phi\)

In Figure 2, we represent how EV adoption has grown from 2010 to 2017 in Belgium, France, California, Norway, Sweden and the UK, based on publicly-available data on new EV registrations from the European Alternative Fuels Observatory [11] and the California New Car Dealers Association [3]. This data is typically displayed as the total number of EVs per year. We plot it in Figure 2 in a different way, following the structure of our growth function, and show the number of EVs in a given year, given how many EVs were registered in the previous year. We observe in Figure 2 that this growth is quasi-linear, with a slight concavity. Nevertheless, it is hard to predict how these curves will behave in the future because as current EV adoption levels are still quite distant from those in some governmental targets. For example, it is possible that in some countries the curves will become convex in coming years. Regardless, one thing is certain: eventually the growth will plateau as fewer and fewer potential new EV drivers remain, and markets become saturated.

In our experiments, we assume that each period represents one year, and we use the growth function in Figure 3. This function extends the trend of the California EV adoption growth until 25% of the population owns an EV; at that point, we assume there is an inflection and define a concave curve that simulates the aforementioned plateauing effect. The resulting function has four segments, with breakpoints 0, 0.0007, 0.25, 0.4 and 1; and slopes 2.28, 1.23, 0.7 and 0.1 respectively. Intercepts can be calculated using the formula \(o^s := o^{s-1} + (m^{s-1} - m^s) q^{s-1}\), with \(o^0 = 0.0002\). Note that this growth function was created for the sole purpose of testing the computational efficiency of the proposed solution methods, and we make no claims regarding its realism. However, we emphasize that our model is flexible enough that any other growth function can be used.
Figure 2: EV adoption growth in Belgium, France, California, Norway, Sweden and UK from 2010 to 2017. This graph plots the share of the population that owns an EV in a given year, based on the share of the population that owned an EV in the previous year.

Figure 3: Growth function $\phi$ used in computational experiments compared with California’s real growth up until 2017. Functions presented in two different scales.
**Remaining parameters** At each population center we limit the number of stations to be installed at 16; in all other locations, we only allow up to 8 stations to be installed, i.e., $e_j = 16, j \in N'$ and $e_j = 8, j \in N \setminus N'$. Moreover, we impose an installation cost per station of $22.5k (c_j^i)$, and a one-time cost of $845k for road nodes $(t_j^i, j \in N \setminus N')$ [52] and of $60k for population centers $(t_j^i, j \in N)$; in [52], only one type of location is considered, but here we assume that the land purchase is higher in population centers. We consider a $100M total budget for the instance using the full Quebec network, and 10 investment periods. Since in our experiments we test subnetwork instances with different numbers of investment periods and total population, we set for each instance a budget of $1.579 per resident and per period. We assume that the period-specific budget $b^t, t \in T$, is the same for every period; nevertheless, we allow for some flexibility in how the total funds can be allocated, i.e., $\sum_{t \in T} b^t > B$. Thus, we define $b^t = B \cdot (1 + \beta)$, where $\beta$ is a parameter regulating the aforementioned flexibility. We test scenarios with $\beta = 0.05$ (little flexibility), $\beta = 1$ (some flexibility), and $\beta = |T| - 1$ (full flexibility, i.e., there are no period-specific budgets, and only the overall budget limits the investment).

We consider that the average EV range is of 250 km in the first period, with an increase rate of 1.1 per year. Nevertheless, we also expect that EV drivers typically prefer not to go below 20% of the capacity of the EV battery, due to range anxiety, so we assume that this range is of only 200km. As it was explained in Section 3, the average EV range has an impact on the charging needs of drivers on long travels, as well as on how many EVs each station can serve, i.e., its capacity $a$. We estimate that each EV owner drives an average of 400km per week, which means two charges per week. We predict that in the best case scenario, charging stations will be used for only six hours per day, and each charge lasts 20 to 30 minutes. Based on these estimates, we define that the capacity of each station is of 45 EVs in the first year ($a^t$), and it grows at a 1.1 rate per year ($a^t = 1.1 a^{t-1}, t > 0$). For each population center $i \in N'$, we assume the set of neighboring locations $N_i$ to be composed by every location within 10 km of $i$.

Finally, we test various scenarios with different time horizons, namely $|T| = 5$, $|T| = 10$ and $|T| = 15$, as well as different $\alpha$ values (see Section 3), $\alpha = 0.9$, $\alpha = 0.7$ and $\alpha = 0.5$.

### 6.3 Results

In this section, we present and analyze the results of computational experiments, in which we used CPLEX standard solving method and SM to solve the instances presented in Section 6.2. We first discuss how each solution method performs on Quebec subnetworks with different sizes, time horizons, and parameters $\alpha$ and $\beta$. In these experiments, we set a time limit of 7200 minutes and a memory limit of 16Gb. Then, we report the results of experiments with more demanding instances using the full Quebec and California network; for these tests we increase both the time limit and the memory limit twofold to 14400 minutes and 32Gb respectively.

In Figures 4 and 5, we depict performance profile graphs that show the percentage of instances, based on the Quebec subnetworks and with different $|T|$, $\alpha$ and $\beta$ parameter configurations, that are solved to optimality under the time frame represented on the horizontal axis. In Figures 6 and 7, we depict performance profile graphs for the optimality gap, calculated as $\frac{ub - lb}{ub}$, where $ub$ and $lb$ are respectively the last primal and dual bounds produced by CPLEX at the end of time limit. In each figure, we present results for both CPLEX with (SM) and without the rolling horizon heuristic, and different planning horizons, $|T| = 5$, $|T| = 10$ and $|T| = 15$. In Figure 5, we show these results for $\alpha = 0.9$, and $\beta = 0.05$, $\beta = 1$ and $\beta = |T| - 1$. In Figure 4, we show them for $\beta = 0.05$, and $\alpha = 0.9$, $\alpha = 0.7$ and $\alpha = 0.5$. In Table 2, the minimum (min), average (avg) and maximum (max) value of these and other performance indicators are shown, aggregated by instances with the same value for $|T|$, $\alpha$ and $\beta$. In the last row, all the results, with every parameter configuration, are aggregated. In addition to the aforementioned runtime and optimality gap (opt. gap), we present the following performance indicators: the number of instances for which no feasible solution is found by each method ($nLB$) and the number of instances for which SM is unable to find a dual bound ($nUB$) before the time and/or memory limits are exceeded, the runtime of the heuristic in SM (runtime hear.) and the relative gap between the objective value of the solution it produces and the final dual bound (gap hear.), and the EV adoption (as a proportion of the instance’s total population) at the end of the last period, in the best solution found by SM (adoption).
We first observe that no solution method performs clearly better than the other with respect to finding optimal solutions within the time limit of two hours. However, the results show that the optimality gaps obtained with SM are clearly smaller than those obtained when not using the rolling horizon heuristic. This suggests that CPLEX struggles to produce good feasible solutions for the more demanding instances, and thus using the proposed heuristic beforehand is imperative. This is highlighted in Table 2, where we see that for 29% of all instances, CPLEX cannot even find a single feasible solution without the rolling horizon heuristic. This is particularly striking given that we impose no lower bound in constraints (11), which means a solution where no station is installed is a feasible one (see end of Section 4). By using SM, a feasible solution is found for 98% of all instances; for the remaining 2%, the heuristic is unable to produce a feasible solution within the time limit. Moreover, the heuristic is quite efficient, and on average takes 8 minutes to produce a feasible solution (out of an imposed time limit of one hour). Finally, we note that the difference of quality between the solution produced by the proposed heuristic and the final solution found by SM can be substantial. This suggests that the heuristic should be seen as an important and helpful complement of the complete MILP formulation, but not as an alternative to it, since CPLEX is often able to improve the solution.

These results also allow us to understand how parameters $|T|$, $\alpha$ and $\beta$ impact the difficulty of our problem and the performance of our solution methods. Unsurprisingly, the difficulty of the problem increases with the number of investment periods. The flexibility in budget-to-period allocation (represented by the $\beta$ parameter) has a major influence on the percentage of instances that our solution methods solve to optimality within the time limit. For example, when $\beta = 1$, we are able to solve around four times as many instances to optimality as when $\beta = 0.05$. It is easy to fathom why: by increasing the value of $\beta$, we are essentially “relaxing” constraints (3), therefore making the model easier to solve. Moreover, as the value of $\beta$ grows, the positive effect of the heuristic fades and the performance of both methods becomes more and more similar, as explained in Section 5. We note that even though the number of instances solved to optimality for $\beta = 0.05$ is quite low, the quality of the final solutions produced by SM is high, as evidenced by the small optimality gaps in Figure 6a. Finally, we see that the performance of SM is relatively consistent for different values of $\alpha$, whereas the performance of CPLEX without the rolling horizon heuristic appears to worsen as $\alpha$ decreases.

In Table 3, we aggregate results by instances whose associated network share some topological characteristics, to help understand how the latter influence the performance of both methods. We see that the problem becomes harder when the values of max_width increase, and when the values of road_precision decrease; this is to be expected, since both trends are associated with a growing number of road nodes. Perhaps more surprising, though, is the observation that the number of population centers does not seem to impact the difficulty of the problem in a monotonically fashion. One reason for this may be that the size of formulations (1)–(21) and (22)–(36) (in particular the number variables $h$) does not grow too much based on the number of population centers directly, but rather as a function of the number of “neighbor” nodes. Yet, we also see that the problem tends to become more difficult as the overall spatial spread (defined by characteristics n_zones and max_width) between populations increases. This suggests that the main challenge of the proposed optimization problem lies in the road charging decisions, rather than in those related to the daily local charging. This reinforces the idea, introduced in Section 2, that solving siting optimization problems that model every type of charging demand as flow-based is impractical for large geographical landscapes.

In Table 4, we show the results of computational experiments done over instances using the full Quebec and California networks, and different time horizons (we fix $\alpha = 0.9$ and $\beta = 0.05$). As was mentioned in the description of these networks in Section 6.2, we set a road_precision of 10km; as can be seen in Table 3, when road_precision = 5km, SM is much more likely to struggle in finding feasible solutions or to have out-of-memory issues. For these instances, CPLEX is unable to produce, in the 4h time limit, a single feasible solution without the rolling horizon heuristic. Conversely, with it, we are able to find a feasible solution for every one of these large-size instances. Moreover, for $|T| = 5$ and $|T| = 10$, their quality is demonstrably good. For instances based on the Quebec network with $|T| = 5$ the optimality gaps is of 2.6%, and with $|T| = 10$, it is of 4.1%. For instances based on the California network, the gaps are only slightly larger (3.6% and 5.5% respectively). For $|T| = 15$ we have larger optimality gaps; in particular, for the California network, this gap is quite large (31.0%). However, since the adoption level at the end of 15 years is similar to that in the Quebec instance, it seems probable that it is the quality of the dual bound that is poor, rather than the quality of the primal solution.
Contrary to what happened in the previous set of experiments, CPLEX is unable to improve the solution generated by the heuristic for these larger instances. Regardless, we recommend to at least try to solve the root node of the full model, as the heuristic cannot provide a dual bound, which might be useful for decision makers to evaluate the quality of the final solution. Note that for the Quebec instances, the heuristic exhibits an odd behavior: the higher the value of $|T|$, the lower its runtime is. Yet, one should not draw too many conclusions from this: MILP solvers like CPLEX are subject to some performance variability, and the time it takes to find good feasible solutions might fluctuate, even for the same instance and configuration.

Figure 4: Performance profile for runtimes (s) for all 150 instances based on the Quebec subnetworks, and for different values of the $\beta$ parameter ($\alpha = 0.9$).

Figure 5: Performance profile for runtimes (s) for all 150 instances based on the Quebec subnetworks, and for different values of the $\alpha$ parameter ($\beta = 0.05$).
Figure 6: Performance profile for optimality gaps (%) for all 150 instances based on the Quebec subnetworks, and for different values of the $\beta$ parameter ($\alpha = 0.9$).

Figure 7: Performance profile for optimality gaps (%) for all 150 instances based on the Quebec subnetworks, and for different values of the $\alpha$ parameter ($\beta = 0.05$).
Table 2: Summary of results for the experiments over all instances based on the Quebec subnetworks, aggregated by parameters \(|T|\), \(\alpha\) and \(\beta\). The last row presents results for all instances and all values of these parameters.

| \(|T|\) | \(\alpha\) | \(\beta\) | # nLB | runtime (s) | opt. gap (%) | nUB | runtime (s) | opt. gap (%) | runtime heur. (s) | gap heur. (%) | adoption (%) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 5 750 | 173 | 1 | 5043 | 7200 | 0 | 12 | 100 | 6 | 4 | 1 | 5079 | 7200 | 0 | 14 | 68 | 0.4 | 1.1 | 1.3 |
| 10 750 | 225 | 1 | 5317 | 7201 | 0 | 20 | 100 | 23 | 21 | 3 | 5393 | 7201 | 0 | 9 | 70 | 1.3 | 3.8 | 4.3 |
| 15 750 | 244 | 3 | 5800 | 7202 | 0 | 32 | 100 | 43 | 19 | 3 | 5930 | 7202 | 0 | 13 | 83 | 0.4 | 5.1 | 12.8 |
| 0.1 1350 | 253 | 1 | 4487 | 7202 | 0 | 18 | 100 | 38 | 17 | 1 | 4623 | 7202 | 0 | 10 | 83 | 0.4 | 1.1 | 1.3 |
| 0.3 450 | 188 | 7 | 6703 | 7203 | 0 | 28 | 100 | 14 | 13 | 6 | 6722 | 7203 | 0 | 8 | 66 | 0.4 | 1.1 | 1.3 |
| 0.5 450 | 201 | 12 | 6770 | 7204 | 0 | 27 | 100 | 20 | 14 | 10 | 6745 | 7204 | 0 | 9 | 68 | 0.4 | 1.1 | 1.3 |
| 0.05 1350 | 527 | 6 | 6711 | 7204 | 0 | 26 | 100 | 41 | 37 | 4 | 6700 | 7204 | 0 | 8 | 68 | 0.4 | 1.1 | 1.3 |
| 1 450 | 69 | 1 | 4203 | 7205 | 0 | 16 | 100 | 13 | 4 | 1 | 4326 | 7205 | 0 | 11 | 62 | 0.4 | 1.1 | 1.3 |
| \(\infty\) 450 | 46 | 1 | 2595 | 7206 | 0 | 14 | 100 | 18 | 3 | 1 | 2913 | 7206 | 0 | 12 | 83 | 0.4 | 1.1 | 1.3 |
| 2250 642 | 1 | 5387 | 7200 | 0 | 21 | 100 | 72 | 44 | 1 | 5467 | 7200 | 0 | 9 | 83 | 0.4 | 1.1 | 1.3 |
### Table 3: Summary of results for the experiments over all instances based on the Quebec subnetworks, aggregated by network topological characteristics

<table>
<thead>
<tr>
<th></th>
<th>nLB</th>
<th>runtime (s)</th>
<th>opt. gap (%)</th>
<th>nUB</th>
<th>runtime</th>
<th>opt. gap (%)</th>
<th>runtime heur. (s)</th>
<th>gap heur. (%)</th>
<th>adoption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>(#) min</td>
<td>avg</td>
<td>max</td>
<td>min</td>
<td>avg</td>
<td>max</td>
<td>min</td>
<td>avg</td>
</tr>
<tr>
<td>n zones</td>
<td>5</td>
<td>720</td>
<td>74</td>
<td>1</td>
<td>4136</td>
<td>7200</td>
<td>0</td>
<td>9</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>720</td>
<td>150</td>
<td>1</td>
<td>5426</td>
<td>7200</td>
<td>0</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>405</td>
<td>177</td>
<td>27</td>
<td>6268</td>
<td>7200</td>
<td>0</td>
<td>42</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>405</td>
<td>241</td>
<td>39</td>
<td>6657</td>
<td>7200</td>
<td>0</td>
<td>37</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>360</td>
<td>52</td>
<td>1</td>
<td>4818</td>
<td>7200</td>
<td>0</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>630</td>
<td>29</td>
<td>2</td>
<td>5446</td>
<td>7200</td>
<td>0</td>
<td>26</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>630</td>
<td>32</td>
<td>3</td>
<td>5553</td>
<td>7200</td>
<td>0</td>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>630</td>
<td>33</td>
<td>20</td>
<td>5486</td>
<td>7200</td>
<td>0</td>
<td>17</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>360</td>
<td>0</td>
<td>1</td>
<td>3103</td>
<td>7200</td>
<td>0</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>630</td>
<td>95</td>
<td>3</td>
<td>4989</td>
<td>7200</td>
<td>0</td>
<td>14</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>630</td>
<td>252</td>
<td>5</td>
<td>6120</td>
<td>7200</td>
<td>0</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>∞</td>
<td>630</td>
<td>295</td>
<td>8</td>
<td>6355</td>
<td>7200</td>
<td>0</td>
<td>41</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>750</td>
<td>284</td>
<td>1</td>
<td>5787</td>
<td>7200</td>
<td>0</td>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>750</td>
<td>247</td>
<td>1</td>
<td>5517</td>
<td>7200</td>
<td>0</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>750</td>
<td>111</td>
<td>1</td>
<td>4855</td>
<td>7200</td>
<td>0</td>
<td>18</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 4: Summary of results for the experiments using CPLEX and SM, over instances based on Quebec and California full networks, with $\alpha = 0.9$ and $\beta = 0.05$.

<table>
<thead>
<tr>
<th>Network</th>
<th>CPLEX</th>
<th></th>
<th></th>
<th>SM</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>runtime</td>
<td>opt. gap</td>
<td>runtime</td>
<td>opt. gap</td>
<td>runtime</td>
<td>heur. gap</td>
</tr>
<tr>
<td></td>
<td>(s)</td>
<td>(%)</td>
<td>(s)</td>
<td>(%)</td>
<td>(s)</td>
<td>(%)</td>
</tr>
<tr>
<td>Quebec</td>
<td>5</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>2.6</td>
<td>2055</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>4.1</td>
<td>1893</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>9.3</td>
<td>1778</td>
</tr>
<tr>
<td>Calif.</td>
<td>5</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>3.6</td>
<td>4284</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>5.5</td>
<td>4745</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>14400</td>
<td>$\infty$</td>
<td>14400</td>
<td>31.0</td>
<td>5898</td>
</tr>
</tbody>
</table>

7 Conclusion

In recent years, many countries have established ambitious goals for EV adoption, in view of reducing greenhouse gas emissions. Nevertheless, the existing EV charging infrastructure remains largely insufficient to service high levels of demand. In this paper, we introduce a new optimization framework for the strategic siting and sizing of fast charging stations for EVs. This framework is based on a multi-period optimization problem, where the charging demand in each period is dynamic, and is influenced by the siting decisions made in previous ones.

To the best of our knowledge, the proposed optimization problem is the first to integrate two types of approaches, node-based and flow based, for the spatial distribution of the charging demand. Thereby, we are able to both account for the range limitations of EVs in long-haul travels (likely impossible with a node-based only model), and solve problems for much larger landscapes than the ones that state-of-art flow-based approaches are capable of. For example, two of the largest instances in the literature for flow-based related problems are the California State road network in [51], with 339 candidate locations including 57 population centers, and the DC-NY-BOS network in [52] with 317 nodes and 123 population centers; in this paper, we tackle two much larger networks, the Quebec network with 2363 candidate locations including 547 population centers, and the California network with 4608 candidate locations and 1832 population centers.

Another major contribution of our approach is a new evidence-based demand dynamic that is incorporated within the optimization problem. In this dynamic, interest in EV technology follows a contagion-like effect, where the more people see others driving EVs, the more they contemplate the idea of purchasing an EV themselves. Demand dynamics that have been previously integrated in siting optimization problems do not reflect this social influence [52]. The ultimate decision of these potential adopters is based on the availability of charging opportunities, both along their daily commutes and on the way to other farther destinations. By approximating the diffusion of EVs with piecewise linear functions, we are able to model the proposed optimization problem with the MILP formulation described in Section 4.

We solve the aforementioned MILP formulation using a general-purpose MILP solver (CPLEX). In addition, we propose a solution method where we also solve the same formulation, but warm start it with a feasible solution created by the rolling horizon heuristic described in Section 5. In this starting heuristic we solve the same optimization problem on a rolling horizon, i.e., we decompose the problem, so that we solve in succession smaller sub-problems with a single period time horizon, and decisions are carried over to the subsequent iterations. In Section 6, we analyze the results of computational experiments done to evaluate the performance of these solution methods. The results reveal that by warm starting CPLEX with the solution of the rolling horizon heuristic, we are able to efficiently obtain provably good solutions for realistic instances based in the very large siting landscapes mentioned above.

In the future, we want to extend the proposed problem to also consider the power availability at the each candidate location, as Level 3 charging stations noticeably affect the load on the electric grid. One idea is to include decisions on the expansion of the power network. In addition, we want to explore ways to model more realistic demand dynamics. In this work, given the same charging availability, the rate of EV adoption
is the same for everyone. However, this is not realistic, as people do not all behave in the same fashion. We plan to incorporate choice models in our optimization framework to disaggregate behaviors and preferences for different customer profiles, that account for residence type and/or location, income, and other factors. At the same time, we also want to consider some of these characteristics when modeling the homophily in the contagion networks. In this work, we assumed them to be simply dependent on geographical proximity, but other traits like social reach or socio-demographic similarity [48] can also be included.
Figure 8: Quebec network.
Figure 9: California network.
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