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Abstract: An electronic nose (e-nose), or artificial olfactometer, is a device that analyzes the air to quantify odor concentration using an array of gas sensors. This equipment is a monitoring tool for industrial firms. There is a shortage of an algorithm to address odor prediction challenges in an automatic fashion. Challenges like unreliable data transfer due to sensor malfunction or missing data due to anomalies in mobile data connection. Providing such an algorithm avoids human intervention in data handling, and elevates electronic nose towards smart nose. We address these challenges by proposing a data validation and data imputation method combined with a robust odor prediction machinery. Our proposed algorithm is successfully implemented on the e-nose equipment and is serving the industry currently.
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1 Introduction

The ability to recognize chemicals in the environment is a very basic and essential need for the living organisms; from a single-cell amoebae to human beings, all species are provided with a chemical awareness system. Human beings have three sensory systems to detect odours: the sense of taste, the sense of smell, and other receptors distributed all over the body. All species employ their chemical senses to approach and being attracted to safe conditions and avoiding harmful ones.

In many ways, olfaction is probably the first sense and it is the core information processing system; critical for survival in wide range of living species. As for human beings, in every breath, the sense of smell collects a sample from its environment and forwards it to the brain for further analyses. Unlike the sense of taste, smell can be captured from a distance to produce a warning.

The term “odour” specifies the action when one or more chemicals approach the receptors in the olfactory nerve and stimulate them. Odour modulates various aspects of human’s life such as sexual attraction, mood, dietary preferences, and detection of danger.

Unfortunately, the human sense of smell does not respond to all harmful air pollutants. Moreover, sensitivity of humans to many air pollutants varies — one can be accustomed to a toxic smell. In the last decade, great attention has been paid to the subject of air quality, because the air directly influences the environmental and human health. A crucial element in the assessment of indoor and outdoor air quality is auditing the odourants.

There are various odour measurement techniques such as dilution-to-threshold, olfactometers, and referencing techniques (McGinley and Inc, 2002). The performance of these approaches depend on human evaluation. Due to the high variability of individual’s sensitivity, the common methods mostly lack accuracy. In 1982, the first gas multisensor array was invented as primary artificial olfaction (Persaud and Dodd, 1982). The term electronic nose (e-nose) was introduced in 1994 (Gardner and Bartlett, 1994). E-nose is an artificial olfactory system which consists of an array of gas sensors. The e-nose is designed to recognize complex odours of its surrounding environment. The gas sensor array receives chemical information about gaseous mixtures as the input, and converts it to measurable signals.

The inherent features of gas sensors cause unnecessary complications into the process of odour recognition. Some of these features are listed below.

- Gas sensor’s performance is affected by different elements, which can make the sensor unstable and less sensitive to odours. One of the most serious deterioration in sensors is owing to a phenomenon called drift. Drift is a temporal change in sensor’s response while all other external conditions are kept constant. The majority of manufactured sensor arrays are subject to drift, and several methods have been introduced to overcome this problem (Carlo and Falasconi, 2012; Artursson et al., 2000; Padilla et al., 2010; Zuppa et al., 2007).

- Cross-sensitivity of gas sensors is inevitable in sensor array structure. The cross-sensitivity is the interaction among chemicals that leads to a different signal from the component in a mixture compared to the single component.

- The behavior of a sensor is directly influenced by the surrounding chemical and physical conditions. For instance, the response of a sensor may depend on the temperature of the gas under examination. Therefore, thermal conditions around the sensing elements must be under control.

The multivariate response of gas sensor arrays undergoes different pre-processing procedures, prior to the implementation of any pattern recognition methods. Amine et al. (1999); Yan et al. (2015); Shao et al. (2015); Pardo et al. (2000); Wilson et al. (2000) have discussed various systematic feature extraction methods for gas sensor data by minimizing the redundancy in the data. They suggest the use of principal component analysis (PCA) in identifying the outliers for transformed measurements from sensors.
Our two main contributions and their importance in e-nose technology can be described as follows.

1. Sensors of the e-nose may report incorrect values or some of the sensors may stop functioning for a short period of time. These anomalies are ought to be diagnosed and reported in real time using a computationally efficient algorithm. There is no specific outlier detection method that can be applied to all type of e-nose data, but rather, it varies depending on the sensors’ measurements.

   Our first contribution is to assemble various statistical methods to be used as an algorithm for anomaly detection. This algorithm takes the statistical properties of sensors’ measurements into account to assure more reliable results comparing to the existing methods in the literature.

2. Often, the sensor’s output is used to quantify odour concentration. Transferring the sensor’s output to olfactometry is laborious. Only small portions of data are considered for further analyses of its concentration in olfactometry. The portion of data which is tagged by their corresponding odour concentration is called calibration set. The pattern recognition methods employ the calibration set in order to predict the odour concentration for each set of future sensor values. Numerous methods have been developed for modeling the gas sensor array data, including Gutierrez-Osuna (2002); Hyvarinen (1999); Kermiti and Tomic (2003); Bermak et al. (2006); Qin (1997).

   Our second contribution is employing a more flexible supervised learning model in terms of robustness and sparsity for predicting the odour concentration.

In short, the main focus of this paper is on two subjects. First, the credibility assessment for the sensors’ measurements. Second, learning a supervised model on data in order to predict the odour concentration for a batch of measurements.

The paper is structured as follows. The existing structure between the sensor values is explored in Section 2. In Section 3, each sample is allocated to different zones, to quantify the credibility of the e-nose measurements. Afterwards, the odour concentration is predicted for each sample using a supervised learning method in Section 4. The validity of predictions provided by the model are authenticated through the zone’s definitions. The applicability of the proposed methods is verified on simulated data in Section 5 and on real data in Section 6.

2 Data description

Depending on the application, an e-nose has varying type and number of gas sensors. The sensors detect the change in electrical resistance when they are in contact with volatile compounds. Sensors react to almost all gases in the air, but each sensor is intended to be more sensitive to a specific type of gas. Better understanding of the e-nose data is necessary for designing an effective data credibility assessment. For this reason, the existence of various common statistical assumptions should be verified.

The data under the study include 11 distinct attributes, each representing one sensor value of the e-nose. As some of the sensors measure nearly the same gases, they happen to be highly positively correlated, see Figure 1, and Figure 3 (left panel).

Suppose that $\mathbf{x}_{p \times 1}$ is a random vector of $p$ attributes, in which $\mathbf{a}^\top$ denotes the transpose of the vector $\mathbf{a}$, and its $n$ independent realization are stored in the rows of the data matrix $\mathbf{X}_{n \times p}$. As many classical statistical methods rely on Gaussian distribution, one crucial assumption to be verified is the Gaussianity of the data. Validity of this assumption for the sensor values can be tested using various methods such as analyzing the distribution of individual sensor values, scatter plot of the linear projection of data using principal components, estimating the multivariate kurtosis and skewness, and also multivariate Mardia test, see Figure 2.

The aim of this research is to develop a methodology for a wide range of e-noses. For this purpose, we also discuss the inherent dependence structure of gas sensors and the sparse estimation of dependence. Sparse methods are specifically for modelling high-dimensional data. They provide better interpretability and lower the cost of modelling by selecting a subset of features. It would be of interest to explore the relationship between the sensors of e-nose for the following reasons.
1. To understand the sensitivity of each sensor to different types of gas. Consequently, one would be able to assign the gas sensors to distinct groups in terms of their measurements, i.e. sensors in the same group measure similar gases.

2. To replace a non-active sensor with its active counterpart. During the sampling process, it may happen that one or few sensors stop functioning for an unknown period of time. Having known the existing structure among the sensors, one could swap some of the sensors for the others within the same group with negligible effect on the analysis of the collected data from the sensors. This, in turns, means excluding the redundant sensors from the study and decreasing the dimension of data.

The covariance matrix of a random vector $x_{p \times 1}$, say $\Sigma = [\sigma_{ij}]_{i,j=1,2,...,p}$, is defined as

$$\Sigma_{p \times p} = \text{Cov}(x) = \mathbb{E}\{(x - \mu)(x - \mu)^\top\},$$

where $\mu_{p \times 1}$ denotes $\mathbb{E}(x_{p \times 1})$ and $\mathbb{E}$ is the mathematical expectation. The covariance, $\sigma_{ij}$, measures the degree to which two attributes are linearly associated. It is well-known that the inverse of covariance matrix, commonly known as the precision matrix, coincides with the partial correlation between the attributes. The partial correlation is the correlation between two attributes conditioning on the effect of the other attributes.
Opting for a statistical model without considering the dependence between the attributes produces misleading or erroneous results due to multicollinearity.

In order to investigate the inherent dependence between the sensor values, the partial correlation must be estimated. Formally, suppose that the random vector \( x_{p \times 1} \sim N_p(\mu, \Sigma) \), and therefore \( \Theta = \Sigma^{-1} \) is the desired parameter to be estimated. To study the relationship between these \( p \) attributes, one can use the Gaussian graphical model (Murphy, 2012, Chapter 26) which is a graph-based representation of a non-causal structure of attributes. In this graphical model, two attributes that are conditionally dependent given all other existing attributes in graph, are connected by an edge. A missing edge between two attributes reveals the conditional independence of attributes. There is a one-to-one correspondence between the elements of the precision matrix, \( \Theta \), and the edges in the Gaussian graphical models. Thus non-zero elements of \( \Theta \) imply the conditional dependence and the sparse estimation of \( \Theta \) reveals the block dependent structure of attributes. The sparse estimation of \( \Theta \) set some of the off-diagonal \( \Theta \) entries exactly to zero. The graphical lasso (Friedman et al., 2008) sparsely estimates graphs using the Gaussian log-likelihood with a lasso penalty (Tibshirani, 1996). Various techniques were suggested for estimating \( \Theta \) sparsely, such as Meinshausen and Buhlmann (2006); Yuan and Lin (2007); Banerjee et al. (2008).

Minimization problem (1) is a semi-definite programming problem—a convex optimization of a linear objective function over positive semi-definite matrices. Using the sub-gradient method one may solve the minimization problem (1) is a semi-definite programming problem— a convex optimization of a linear objective function over positive semi-definite matrices. Using the sub-gradient method one may solve the minimization problem (1)

\[
\ell(\Theta) = - \frac{n}{2} \log(2\pi) + \frac{1}{2} \log \det(\Theta) - \frac{1}{2} \text{tr}(X^\top X \Theta),
\]

where \( \det() \) and \( \text{tr}() \) are the determinant and the trace operators, respectively. The graphical lasso employs the block-coordinate technique for solving (2). First, matrices \( \Theta \) and \( \Gamma \) are partitioned as:

\[
\Theta = \begin{bmatrix} \Theta_{11} & \Theta_{12} \\ \theta_{21} & \theta_{22} \end{bmatrix}, \quad \Gamma = \begin{bmatrix} \Gamma_{11} & \gamma_{12} \\ \gamma_{21} & \gamma_{22} \end{bmatrix}
\]

such that \( \Theta_{11} \) is a matrix of dimension \((p - 1) \times (p - 1)\), \( \theta_{12} = \theta_{21}^\top \) is a vector of dimension \((p - 1) \times 1\) and \( \theta_{22} \) is a scalar. The matrix \( \Gamma \) has the same partitioning structure as \( \Theta \). Having assumed \( \Sigma = \Theta^{-1} \), the entries of \( \Sigma \) can be calculated using the rule of inverse for a partitioned matrix. After some simplifications, the entries of \( \Sigma \) are

\[
\Sigma_{11} = (\Theta_{11} - \frac{\theta_{12} \theta_{21}}{\theta_{22}})^{-1},
\]

\[
\sigma_{12} = \sigma_{21}^\top = -\frac{\Theta_{11}^{-1} \theta_{12}}{(\theta_{22} - \theta_{21} \Theta_{11}^{-1} \theta_{12})},
\]

\[
\sigma_{22} = \frac{1}{(\theta_{22} - \theta_{21} \Theta_{11}^{-1} \theta_{12})},
\]

and

\[
\Sigma = \begin{bmatrix} \Sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix}.
\]
Taking the first \( p - 1 \) elements of \( p \)th column of Equation (2), we may write

\[-\sigma_{12} + s_{12} + \lambda \gamma_{12} = 0. \quad (4)\]

Substituting \( \sigma_{12} \) in Equation (4), we have

\[\Sigma_{11} \theta_{12} + s_{12} + \lambda \gamma_{12} = 0. \quad (5)\]

The above equation is equivalent to the following \( \ell_1 \) regularized problem,

\[\min_{\beta} \left\{ \frac{1}{2} \beta^\top \Sigma_{11} \beta + \beta^\top s_{12} + \lambda \|\beta\|_1 \right\}, \quad (6)\]

where \( \beta = \frac{\theta_{12}}{\theta_{22}} \) and \( \theta_{22} > 0 \). This optimization problem corresponds to a lasso regression (Tibshirani, 1996) of \( p \)th attribute on the remaining ones where the matrix \( S_{11} \), the sub-matrix of dimensions \( (p - 1) \times (p - 1) \) in the partitioned sample covariance matrix, is replaced by its current estimate \( \Sigma_{11} \). The solution to the above problem can be found through the element-wise coordinate descent method. Mazumder and Hastie (2012) suggested a new approach to overcome the occasional convergence issues with the graphical lasso. They proved that the graphical lasso solves the convex dual problem of Equation (1). In Figure 3 (right panel), the undirected graph depicts the estimation of \( \Theta \) with \( \lambda = 0.75 \) by connecting two attributes which are conditionally correlated given all the other attributes. This value of \( \lambda \) is chosen deliberately in order to provide a more clear and meaningful graph.

![Figure 3: Left panel, heatmap of the correlation matrix of the sensor values (\( s_1 \sim s_{11} \)). Right panel, the undirected graph of partial correlation using the graphical lasso. The undirected graph of the right panel approves the block diagonal structure of the heatmap of the left panel.](image)

For instance, the sensors 9, 10, and 11 are conditionally correlated with each other. This also agrees with the heatmap of the correlation matrix Figure 3 (left panel). The conditional correlation among some of the sensors implies that these sensors are measuring similar gases. Thus this dependence must be taken into account while modelling the e-nose data. In other words, we may consider the exclusion of one or few of the sensors between the conditionally correlated group of sensors to avoid statistically ill-conditioned models.

### 3 Credibility assessment

To be able to verify the credibility of the measurements automatically, it is necessary to have some reference samples for the purpose of comparison. Our first task is to allocate each sample to a meaningful measurement zone, say Green, Yellow or Red, etc. The reference samples are collected while the e-nose is at its best performance, and the conditions are fully under control. For the data set under the study, there are two distinct reference sets. Reference 1 consists of a subset of data in a period of sampling, defined by an
expert after installation of the e-nose. We call the data in this period of sampling as the *proposed set*. The Reference 1 contains the pre-processed data from the proposed set. Reference 2, upon its availability, is manually gathered samples from the field and brought to the laboratory to quantify the odour concentration. We call the latter data set, the *calibration set* to emphasize that it can be used for data modelling using supervised learning.

If a new datum diverges greatly from the overall pattern of data previously seen, then it is marked as an outlier and is allocated to the Red zone. This zone represents a dramatic change in the pattern of samples and is referred to as “risky” samples. If the new datum is not an outlier and is located within the data convex polytope of the Reference 1, it is assigned to Green zone. This zone represents the “safe” samples. Two more zones, say Blue and Orange, are defined based on the location of convex polytope of Reference 2 which they both belong to the “safe” samples, see Mirshahi et al. (2016) for more details. If the new datum is not an outliers, but outside of the area of “safe” samples, it is assigned to Yellow zone. This zone displays potentially “critical” samples. Producing many samples belonging to the Yellow and the Red zones is an indication of a major flaw in the system. A schematic flowchart for the credibility assessment is provided in Figure 6. The idea behind using the convex polytope as a criterion for outlier detection is based on the assumption of log-concavity of density functions for sensors’ measurements (Walther, 2002; Bagnoli and Begstrom, 2005). Log-concave distribution is a wide class that contains many commonly used parametric distributions, like Gaussian, Gamma, Beta, and many others. Suppose \( f \) is a density function on \( \mathbb{R}^d \), \( d \geq 1 \), such that

\[
f(x) \propto \exp\{-\varphi(x)\},
\]

where \( \varphi \) is a strictly convex function. The class of all densities \( f \) on \( \mathbb{R}^d \) of the form (7) is called log-concave densities. Log-concave densities are unimodal. The level sets for a log-concave density function, \( \{x|f(x) = c\} \) for a constant \( c \), is always a closed convex set (Marshahll and Olkin, 1979). Therefore, the measurements that fall outside the convex polytope of reference sets fail to follow the same log-concave distribution as the reference sets.

Physical complications, such as sensor loss in the e-nose, or sudden changes in the chemical pattern of the environment, account for all undesirable measurements. The zone assignment in smart olfaction, therefore, requires some robust outlier detection algorithms. Figure 4 shows the credibility assessment during the sampling process for 700 sensors’ measurements.

![Figure 4: Credibility assessment for about 700 samples based on two sensor measurements. Left panel, the plot illustrates the contour map of estimated density function for two sensors. Right panel, the density function of the samples demonstrated in 3D with zones identified for each of the samples in the sensor 1 (s₁) versus sensor 2 (s₂) plane. Higher densities are assigned to “safe” zones compared to “critical” and “risky” zones.](image-url)


4 Supervised data learning

The ultimate goal of this section is to suggest a suitable model for predicting odour concentration. The credibility assessment serves as a method for analyzing the quality of obtained predictions.

During odour testing, the most common variable of interest is the odour concentration which is evaluated by the olfactometer. The odour concentration of a gaseous sample of odourants is determined by presenting the sample to a panel of selected and screened humans. In order to determine the dilution factor at the 50% detection threshold, the concentration of sample is varied by diluting with neutral gas. At that dilution factor the odour concentration is 1 oz/m³ (European odour unit per cubic meter). The odour concentration of the examined sample is then expressed as a multiple of 1 oz/m³ at standard conditions for olfactometry. Only small proportion of the samples are selected for the examination of their concentrations (calibration set).

Consequently, small proportion of data are available for the modelling stage. Here, sparse partial robust M-regression (SPRM) (Hoffman et al., 2015) is used for modelling the data. SPRM is a new method of modelling which combines sparseness and robustness with the classical partial least square regression. This regression is claimed to be robust with respect to both response and leverage outliers. Although sparse methods are mostly designed for high-dimensional data, they can be advantageous if applied to low dimensional data as well (Filzmoser et al., 2012).

In a linear regression setting, the relationship between the attributes and the response variable is formulated as $y = X\beta + \epsilon$, where $\epsilon$ is the vector of measurement errors. The estimate of regression coefficients, $\beta$, is computed through the ordinary least squares $\hat{\beta} = (X^\top X)^{-1}X^\top y$. However, there are often situations where the matrix $X^\top X$ is not invertible: 1) the attributes are highly correlated and 2) the number of attributes, $p$, is larger than the number of samples, $n$. Partial least squares (PLS) regression (Wold, 1996) is used as an alternative to the ordinary least squares regression while $X^\top X$ is ill-conditioned. The PLS method projects the data onto a number of latent components and then models the components by one dimensional linear regression, see Manne (1987); Hoskuldsson (2005). Chun and Keles (2010) combined the feature selection with dimension reduction techniques which led to sparse partial least squares regression. This sparse PLS regression produces sparse linear combination of original attributes based on the least angle regression of Efron et al. (2004).

The classical least squares method suits Gaussian errors. In the case of heavy-tailed errors, Cauchy distribution or $\epsilon$-contaminated normal distributions, the $M$-estimators tend to provide more promising results (Huber, 1981). Serneels et al. (2005) introduced partial robust M-regression by embedding the $M$-estimators in the PLS.

The sparse partial robust M-regression (SPRM) has the characteristics of both partial robust M-regression and sparse PLS in its inner nature. Here, we briefly explain the SPRM regression procedure. The latent linear components, say $T$, in PLS are defined as linear combinations of the original attributes, $T = XA$. The columns of $A$, the direction vectors $a_h$, maximizes

$$a_h = \operatorname{argmax}_{a} \operatorname{Cov}^2(Xa, y) \text{ for } h = 1, \ldots, h_{max}$$

$$\text{s.t. } ||a_h||_2 = 1 \text{ and } a_h^\top X^\top Xa_h = 0,$$

for $1 \leq i < h$ where $||.||_2$ is the $\ell_2$-norm ($||X||_2 = \sqrt{\sum_{i=1}^{p} x_i^2}$). The $h_{max}$ refers to the maximum number of components we prefer to keep in the study. It is assumed that all the attributes and the corresponding response variable $y$ are centred such that $\operatorname{Cov}^2(Xa, y) = \frac{1}{(n-1)^2} a^\top X^\top y y^\top Xa$. On the other hand, $y$ can be decomposed as $y = Tv + \epsilon$. This equation can be rewritten as $y = XAv + \epsilon$, where $Av$ is the vector of coefficients, $\beta$, that relates $y$ to the original attributes in $X$. Once the matrix $A$ is found and $v$ is estimated through the ordinary least squares method, the estimate of the coefficients are obtained by $\hat{\beta} = Av$. To make the PLS results robust in the presence of outliers, some weights, $\omega_i \in [0, 1]; i = 1, 2, \ldots, n$, are assigned to each row of $X$ and $y$. Outliers are given a weight smaller than one. Suppose that $t_i$ is the $i$th column of the matrix $T$ and $r_i = y_i - t_i$, $v$ is the residual of the latent variable regression model. The weights, $\omega_i$, is;

$$\omega_i^2 = \omega_R \frac{r_i}{\sigma} \omega_T \left( \frac{||t_i - \text{median}_j(t_j)||_2}{\text{median}_i||t_i - \text{median}_j(t_j)||_2} \right).$$
where $\hat{\sigma}$ is the median absolute deviation of the residuals, $\omega_R$ and $\omega_T$ are the *Hampel weighting function* with quantiles of standard normal and chi-square distribution (Hampel et al., 1986). In order to obtain a robust PLS, Equation (8) should be rewritten in terms of $\tilde{X} = \Omega X$ and $\tilde{y} = \Omega y$ where $\Omega$ is a diagonal matrix with diagonal elements of $\omega_i$, $i = 1, 2, \ldots, n$. A fully robust version of PLS requires estimating $v$ robustly using *M-estimators*. Moreover, if an $\ell_1$ penalty is imposed while computing direction vectors, $a_h$, the product is a sparse version of the PLS. Zou et al. (2006) suggest penalization on a surrogate direction vector, say $c$, yields sufficiently sparse estimates. Therefore, using Zou et al. (2006) suggestion, (8) can be transformed to

$$
\begin{align*}
\min_{a, c} & -\kappa a^\top \tilde{X}^\top \tilde{y} \tilde{y}^\top \tilde{X} + (1 - \kappa)(c - a)^\top \tilde{X}^\top \tilde{y} \tilde{y}^\top \tilde{X}(c - a) + \lambda_1 ||c||_1 \\
\text{s.t.} & \quad ||a_h||_2 = 1 \text{ and } a_h^\top \tilde{X}^\top \tilde{X} a_i = 0.
\end{align*}
$$

(9)

The desired direction vector is given by $a_h = \frac{\hat{c}}{||\hat{c}||_2}$, where $\hat{c}$ is the estimate of the surrogate vector acquired from (9). For more details on SPRM see Chun and Keles (2010) and Hoffman et al. (2015).

Figure 5 presents the flowchart of the algorithm we propose for smart olfaction.
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5 Simulation

We examine the applicability of our algorithm on a simulated data set. The data are simulated using the same setup appeared in Hoffman et al. (2015) such that the data resemble e-nose measurements. Consider the linear model $y = XA \mathbf{v} + \varepsilon$, the details of which are explained in Section 4. Let $X_{500 \times 11}$ be a data matrix generated according to the multivariate Gaussian distribution with 30% contamination and a random covariance matrix, such that the final data are highly correlated over some of the attributes. The matrix of direction vectors, $A$, is generated such that only the first 4 attributes are predictive of the response variable $y$, that is:

$$A_{11 \times h_{\text{max}}} = \begin{bmatrix} A_{4 \times 4} & 0 \\ 0 & 0 \end{bmatrix}.$$ 

The non-zero part of $A$ is the eigenvectors of $X_n^\top X_{n \times 4}$ which is the design matrix of the first 4 attributes, each measured over $n = 500$ samples. The components of $\mathbf{v}$ are generated from the uniform distribution on the interval $(0.5, 1.5)$. The error terms, $\varepsilon_i$’s $i = 1, 2, \ldots, 500$, are simulated from standard Gaussian distribution. In order to add some additional outlier effects in our study, 10% of the error terms are generated from $N(3, 0.3)$ instead of $N(0, 1)$, giving a contaminated Gaussian mixture overall, see Figure 7.

We go through the zone assignment step to describe the procedure more in details. For this purpose, we need to define the reference sets initially. For an easy understanding and a better visualization, only the first two attributes are used for the computation of the zone assignments. The proposed set is a random sub-sample of size $n_1 = 200$ from $X_{500 \times 2}$ data matrix. The calibration set corresponds to another random sub-sample of size $n_2 = 50$ from $X_{500 \times 2}$ data matrix and it contains only $\frac{3}{4}$ of contaminated data. Both sets are pre-processed to form the Reference 1 and the Reference 2 respectively. The zones are defined for the simulated samples imitating the procedure explained in Mirshahi et al. (2016), here visualized in Figure 7.

![Figure 7](image.png)

Figure 7: Credibility assessment for about 500 samples based on two attributes generated from bivariate Gaussian distribution with 30% contamination. Left panel, the plot illustrates the contour map of the estimated density function for two attributes. Right panel, the density function of the samples demonstrated in 3D with zones identified for each of the samples in the attribute $s_1$ versus attribute $s_2$ plane.

For the supervised modelling stage, the two models of PLS and SPRM are tried. Primarily, the optimum values of the parameters for each model is computed using 5-fold cross-validation proposed in the literature (Hastie et al., 2008, Chapter 7). As an example, for SPRM model, computation is run over a grid of different values of components ($h_{\text{max}}$) and the shrinkage parameter ($\lambda_1$). The 15% trimmed means squared error of prediction (MSE$_\text{pred}$) is used for the final selection of the parameters in the 5-fold cross-validation procedure. Once the parameters are determined, models are compared in terms of their prediction error in 200 rounds of computations. The obtained results are summarized in Table 1. It shows that the optimum number of components are set to 4 for both models, while SPRM suggests a shrinkage parameter $\lambda_1 = 0.71$. In terms of prediction power, two models compete closely with each other.
The main advantage of SPRM is its feature selection ability while modelling, and this counts as a great asset in high-dimensional data—perhaps for e-nose equipment with more gas sensors. The SPRM model produces a more parsimonious and easy to interpret direction vectors compared with the ordinary PLS. In addition, SPRM models estimate the coefficients which are robust with respect to various types of outliers.

<table>
<thead>
<tr>
<th>Model</th>
<th>(h_{\text{max}})</th>
<th>(\lambda_1)</th>
<th>MSE_{pred} (s.d.)</th>
<th>Average number of zero (\beta)'s (s.d.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLS</td>
<td>4</td>
<td>.</td>
<td>2.0, 1 (0.18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>SPRM</td>
<td>4</td>
<td>0.71</td>
<td>2.38 (0.45)</td>
<td>2.6 (1.45)</td>
</tr>
</tbody>
</table>

Table 1: Specification of the parameters for the PLS and SPRM models in 200 repetitions.

### 6 Application

The algorithms of Section 3 and 4 are implemented using over 8 months of data collected by the e-nose equipment. The first 3 robust principle components of the data are used for the zone assignment stage. These components correspond to the 3 largest eigenvalues of the covariance matrix, see Mirshahi et al. (2016). The odour concentration of the sample, \(\hat{y}\), evaluated using PLS and SPRM models. The zone color associated with each set of sensors’ measurements and their corresponding odour concentration are plotted in Figure 8.

The data contain no measurements on the odour concentration of samples, but rather there is some prior information on its habitual behaviour at the specific field that the e-nose was installed. Given the prior knowledge, it is expected that odour maintains high levels of concentration for the month of April until the end of July. The odour concentration anticipated to drop to small values for the month of August and then increase steadily over the next months. It is also known that odour concentration should not be over 1000 mg/L/m³ for the industrial site where the data were collected. Using 10-fold cross-validation (another common choice in the literature (Hastie et al., 2008, Chapter 7)), the optimum number of components for two models is \(h_{\text{max}} = 2\). For the SPRM model, \(\lambda_1 = 0.1\) and the first hidden component is only a function of 10 sensor values; the \(s_2\) was eliminated by this choice of \(\lambda_1\). The predictions based on two SPRM and PLS models closely follow each other, see Figure 8. However, the predictions for the SPRM model do not have as high peaks as the PLS model. The predicted values of both models failed to increase to higher levels for the months of September to November.

The zones’ definition is helpful in interpreting the results. As an example, the Green, the Blue and the Orange zones reveal the fact that the sampling points are very close to the samples that have already been observed in either Reference 1 or Reference 2. The observations in reference sets were entirely under control, therefore, the Green, the Blue and the Orange zones justify the credibility of samples. Consequently, the prediction obtained over these samples is expected to be more accurate. On the contrary, the prediction values for the points in the Yellow zone are less accurate. The potential outliers and are reported in the Red zone. Our described methodology reveals that the predicted values of such data can be misleading; producing a noticeable percentage of samples belonging to the Yellow and the Red zones. Such findings indicate a possible failure of the e-nose equipment, and hence the need for an on-site visit by a technician.
Figure 8: A random sample of size $n = 800$ over time and their predicted odour concentrations according to the SPRM and the PLS models. The coloured circles show the associated zone color to each of the samples. The black lines and the cyan lines illustrate the predictions based on the PLS and SPRM models, respectively. The number of hidden components used in the study is $h_{\text{max}} = 2$ and $\lambda_1 = 0.1$.

7 Conclusion

Electronic nose devices have received continuous attention in the field of sensor technology recently. The applications of e-nose are in industrial production, processing, and manufacturing including quality control, grading, processing controls, gas leak detection, and monitoring odours. The measurement quality of the e-nose depends on its sensor’s performance. Due to the high variability of the gases in the air and the sensitivity of the sensor values, e-nose measurements can fluctuate very often and fail to maintain a certain level of precision. An automatic procedure that detect the samples credibility in an online fashion has been a technical shortage for a long time and was addressed in this work. The smart olfaction provides an automated process for assessing the credibility of samples and predicting the odour concentration accurately during the sampling procedure and eliminates the need for unnecessary personnel.
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