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Abstract

Moody’s KMV method is a popular commercial implementation of the structural credit risk model pioneered by Merton (1974). It is an algorithm for estimating the unobserved asset value and the unknown parameters required for implementing such a model. This estimation method has found its way to the recent academic literature, but it has not yet been formally analyzed to assess its statistical properties. This paper fills this gap and shows that, in the context of Merton’s model, the KMV estimates are identical to maximum likelihood estimates (MLE) developed in Duan (1994). Unlike the MLE method, however, the KMV algorithm is silent about the distributional properties of the estimates and thus ill-suited for statistical inference. The KMV algorithm also cannot generate estimates for capital-structure specific parameters. In contrast, the MLE approach is flexible and can be readily applied to different structural credit risk models.
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Résumé

La méthode KMV de la firme Moody’s est une implémentation commerciale populaire du modèle de risque de crédit de type structurel introduit par Merton (1974). C’est un algorithme permettant l’estimation de la valeur inobservée de la firme ainsi que des paramètres inconnus du modèle. Or les propriétés de ces estimateurs sont encore mal connues. Dans cet article, il est montré que dans le contexte de Merton, les estimés obtenus par la méthode de KMV sont en fait les estimés du maximum de vraisemblance (EMV) tel qu’obtenus en appliquant la méthode proposée par Duan (1994). Au contraire des estimateurs EMV, l’algorithme de KMV ne donne pas d’information concernant la distribution des estimateurs et n’est donc pas approprié pour l’inférence statistique. Par opposition, la méthode du maximum de vraisemblance est plus flexible et peut être généralisée à d’autres modèles de l’approche structurelle.
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1 Introduction

Credit risk modeling has gained increasing prominence over the years. The interest was in a large part motivated by new regulatory requirements, such as the Basel Accord, which provide strong incentives for financial institutions to quantitatively measure and manage risks of their corporate debt portfolios. Financial institutions have thus either developed their own internal models or relied on third-party software to assess various measures for the credit risks of their portfolios.

There exist two conceptually different modeling approaches to credit risk – structural and reduced-form. The structural approach is rooted in the seminal paper of Merton (1974) in which the firm’s asset value is assumed to follow a geometric Brownian motion and the firm’s capital structure to consist of a zero-coupon debt and common equity. This structural approach then yields formulas for the value of the risky corporate bond and the default probability of the firm. The structural approach is conceptually elegant but is laden with implementation problems. As pointed out in Jarrow and Turnbull (2000), the firm’s asset values are unobservable and the model parameters (the assets’ expected return and volatility in the case of Merton’s model) are unknown. Unobservability is, in fact, considered by many to be the major drawback of the structural credit risk models.

A popular commercial implementation of the structural credit risk model is Moody’s KMV method. This proprietary software builds on a variation of Merton’s (1974) credit risk model and prescribes an iterative algorithm which infers, from the firm’s equity price time series, the firm’s unobserved total asset value and unknown expected return and volatility, which are the quantities required for computing, for example, credit spread and default probability.¹ In addition to its popularity among financial institutions, the KMV estimation method has also found its way into the academic literature; for example, Vassalou and Xing (2004) use the computed default probability to study equity returns. Albeit its popularity, not much is known about the statistical properties of the KMV estimates. In fact, it is not entirely clear as to whether this method is statistically sound.

In the academic literature, there exist at least three other ways of dealing with the unobservability issue. First, a proxy asset value may be computed as the sum of the market value of the firm’s equity and the book value of liabilities. Examples of using a market value proxy are Brockman and Turtle (2003) and Eom et al. (2004). The second approach is based on solving a system of equations; for example in the case of Merton’s model, the equity pricing and volatility formulas form a system of two equations linking the unknown asset value and asset volatility to the equity value and equity volatility. This approach originating from Jones et al. (1984) and Ronn and Verma (1986) has been used extensively in the deposit insurance literature. The third approach put forward in Duan (1994) is based on maximum likelihood estimation (MLE) which views the observed equity

¹It is our understanding that the KMV method subjects the estimates to further proprietary calibrations. The KMV estimation method discussed in this paper is the one described in Crosbie and Bohn (2003), which is only restricted to the iterative algorithm.
time series as a transformed data set with the theoretical equity pricing formula serving as the transformation. This transformed-data MLE method has been applied to several structural models in Ericsson and Reneby (2003) and Wong and Choi (2004) and adapted to address survivorship in Duan et al. (2003).

The benefits of using the MLE method are well understood in statistics and econometrics. In the context of structural credit risk models, its dominance over the two other approaches discussed in the preceding paragraph has already been documented in Ericsson and Reneby (2003), Duan et al. (2003) and Wong and Choi (2004). But what statistical properties does the KMV method possess? This question is of both academic and practical interest because of the method's popularity. We show here that the KMV estimates are identical to the maximum likelihood estimates in the case of Merton's (1974) model. Our theoretical argument relies on characterizing the KMV method as an EM algorithm, a well-known approach for obtaining maximum likelihood estimates. The transformed-data MLE method is a better alternative, however, because statistical inference follows naturally in that framework. The KMV method, on the other hand, only generates point estimates. Perhaps more importantly, the KMV method does not work for structural credit risk models that involve any unknown capital structure parameter(s) such as, for example, the financial distress level in Brockman and Turtle (2003). The transformed-data MLE approach can still be applied to such a model to obtain an estimate for the financial distress level along with other model parameters, as demonstrated in Wong and Choi (2004). In short, the KMV and MLE methods are equivalent only in a limited sense because they lead to the same point estimates for the specific structural model of Merton (1974) but differ for more general structural models.

The paper is organized as follows. Section 2 presents an argument showing the equivalence of the KMV and MLE estimator in the Merton (1974) context. We examine the equivalence both numerically and theoretically and show that the KMV estimator agrees with the transformed-data MLE estimator but is deficient for the inference purpose. Section 3 discusses the limitations of the KMV approach. The Brockman and Turtle (2003) model is used there to demonstrate that the KMV method does not generate the capital-structure specific parameter. Section 4 concludes.

2 Equivalence of the KMV and maximum likelihood estimates under Merton’s (1974) model

2.1 Merton’s (1974) model

Merton (1974) derived a risky bond pricing formula using the derivative pricing technology and a simple capital structure assumption. The firm's assets are financed by equity and a zero-coupon debt with a face value of $F$ maturing at time $T$. The risk-free interest rate $r$ is assumed to be constant. The market value of assets, equity and risky debt at time $t$ are denoted by $V_t$, $S_t$ and $D_t$, respectively. Naturally, the following accounting identity holds
for every time point:

\[ V_t = S_t + D_t. \]  

(1)

It was further assumed that the asset value follows a geometric Brownian motion:

\[ d \ln V_t = (\mu - \frac{\sigma^2}{2}) dt + \sigma dW_t \]  

(2)

where \( \mu \) and \( \sigma \) are, respectively, the expected return and volatility rates, and \( W_t \) is a Wiener process. The risky debt in this framework is entitled to a time-\( T \) cash flow of \( \min \{ V_T, F \} \) whose market value prior to time \( T \) can be obtained using the standard risk-neutral pricing theory; that is,

\[ D_t = F e^{-r(T-t)} \left( \frac{V_t}{F e^{-r(T-t)}} \Phi (-d_t) + \Phi \left( d_t - \sigma \sqrt{T-t} \right) \right) \]  

(3)

where \( \Phi (\bullet) \) is the standard normal distribution function and

\[ d_t = \frac{\ln(V_t/F) + (r + \frac{1}{2} \sigma^2)(T-t)}{\sigma \sqrt{T-t}}. \]

In addition, the formulas for the conditional default probability and equity value can be readily derived to be:

\[ P_t = \Phi \left( \frac{\ln(F/V_t) - (\mu - \frac{1}{2} \sigma^2) (T-t)}{\sigma \sqrt{T-t}} \right), \]  

(4)

and

\[ S_t = V_t \Phi (d_t) - F e^{-r(T-t)} \Phi \left( d_t - \sigma \sqrt{T-t} \right). \]  

(5)

Operationally, one can implement Merton’s (1974) model only if the unobserved asset value, \( V_t \), and the model parameters, \( \mu \) and \( \sigma \), can be reasonably estimated.

### 2.2 The KMV estimation method

The equity values are observed at regular time points, and we denote the time series of \( n + 1 \) observations by \( \{S_0, S_h, S_{2h}, \ldots, S_{nh}\} \) where \( h \) is the length of time, measured in years, between two observations; for example, a time series obtained by sampling on a daily basis over a two-year period will correspond roughly to \( h = 1/250 \) and \( n = 500 \).

The key to understanding the KMV method is that the unobserved asset value corresponding to a given observed equity value can be implied out from the equity pricing equation (5) if the asset volatility is known. This is true because the pricing equation forms a one-to-one relationship between the asset value and the equity price. We use function \( g(\bullet; \sigma) \) to denote the equity pricing equation recognizing specifically the role played by the unknown asset volatility; that is, \( S_t = g(V_t; \sigma) \). Since this function is invertible at any given asset volatility, we can express \( V_t = g^{-1}(S_t; \sigma) \). The inversion can be easily performed numerically using, say, a bisection search algorithm.
The KMV method is a simple two-step iterative algorithm which begins with an arbitrary value of the asset volatility and repeats the two steps until achieving convergence. The two steps going from the \(m\)-th to \((m+1)\)-th iteration are:

**Step 1:** Compute the implied asset value time series \(\hat{V}_0(\hat{\sigma}(m)), \hat{V}_h(\hat{\sigma}(m)), \hat{V}_{2h}(\hat{\sigma}(m)), \ldots, \hat{V}_{nh}(\hat{\sigma}(m))\) corresponding to the observed equity value data set \(\{S_0, S_h, S_{2h}, \ldots, S_{nh}\}\) where \(\hat{V}_{ih}(\hat{\sigma}(m)) = g^{-1}(S_{ih}; \hat{\sigma}(m))\).

**Step 2:** Compute the implied asset returns \(\hat{R}_1^{(m)}, \hat{R}_2^{(m)}, \ldots, \hat{R}_n^{(m)}\) where \(\hat{R}_i^{(m)} = \ln\left(\hat{V}_{ih}(\hat{\sigma}(m))/\hat{V}_{(i-1)h}(\hat{\sigma}(m))\right)\) and update the asset drift and volatility parameters as follows:

\[
\hat{\mu}^{(m+1)} = \frac{1}{h} \hat{R}^{(m)} + \frac{1}{2} \left(\hat{\sigma}^{(m+1)}\right)^2
\]

Note that the division by \(h\) is to state the parameter values on a per annum basis. In updating the variance, one could divide by \(n - 1\) instead of \(n\), which makes no difference to the asymptotic analysis.

Three points are important to note. The procedure outlined above is only the first part of the approach described in Crosbie and Bohn (2003) where they mentioned that the volatility estimate obtained with the above algorithm is then used in a Bayesian procedure to obtain the final estimate. Since we do not have access to the specifics of that Bayesian procedure, we cannot analyze its properties. Second, a model slightly more general than that of Merton (1974) is used by KMV. Finally, Crosbie and Bohn (2003) provided no description as to how the drift parameter estimate is computed. We follow Vassalou and Xing (2004) for they compute this parameter estimate using a sample average of the implied asset returns.

The top panel of Table 1 provides an example of the KMV estimation using a sample of 250 daily equity values. For this example, the initial value for the volatility is set to \(\hat{\sigma}^{(0)} = 0.2\) where \(r = 0.05\), \(h = 1/250\), \(F = 0.9\) and the convergence criteria is \(1 \times 10^{-6}\). The parameter values corresponding to the final iteration are presented in this table along with the implied asset values for the last 10 data points. The KMV algorithm converges to \(\hat{\mu} = -0.025\) and \(\hat{\sigma} = 0.177\). The final implied asset value for the last data point, \(V_{250h}\), is 0.9708. This implied asset value along with \(\hat{\mu}\) and \(\hat{\sigma}\) can be used to compute, for instance, a default probability estimate corresponding to the last data point, which turns out to be 0.420.
Table 1: Comparisons of the KMV and maximum likelihood estimates for the Merton (1974) model

<table>
<thead>
<tr>
<th></th>
<th>$S_{ih}$</th>
<th>$T - ih$</th>
<th>$\hat{V}_{ih}^{(KMV)}$</th>
<th>s.e.$(\hat{V}_{ih}^{(KMV)})$</th>
<th>$\hat{\mu}^{(KMV)}$</th>
<th>s.e.$(\hat{\mu}^{(KMV)})$</th>
<th>$\hat{\sigma}^{(KMV)}$</th>
<th>s.e.$(\hat{\sigma}^{(KMV)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>241</td>
<td>0.1377</td>
<td>1.036</td>
<td>0.9689</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>242</td>
<td>0.1377</td>
<td>1.032</td>
<td>0.9691</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>243</td>
<td>0.1352</td>
<td>1.028</td>
<td>0.9662</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>244</td>
<td>0.1469</td>
<td>1.024</td>
<td>0.9814</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>245</td>
<td>0.1652</td>
<td>1.020</td>
<td>1.0039</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>246</td>
<td>0.1600</td>
<td>1.016</td>
<td>0.9979</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>247</td>
<td>0.1610</td>
<td>1.012</td>
<td>0.9994</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>248</td>
<td>0.1531</td>
<td>1.008</td>
<td>0.9900</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>249</td>
<td>0.1598</td>
<td>1.004</td>
<td>0.9984</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
<tr>
<td>250</td>
<td>0.1372</td>
<td>1.000</td>
<td>0.9708</td>
<td>N.A.</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(KMV)})$ = N.A.</td>
<td>0.177</td>
<td>s.e.$(\hat{\sigma}^{(KMV)})$ = N.A.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$S_{ih}$</th>
<th>$T - ih$</th>
<th>$\hat{V}_{ih}^{(MLE)}$</th>
<th>s.e.$(\hat{V}_{ih}^{(MLE)})$</th>
<th>$\hat{\mu}^{(MLE)}$</th>
<th>s.e.$(\hat{\mu}^{(MLE)})$</th>
<th>$\hat{\sigma}^{(MLE)}$</th>
<th>s.e.$(\hat{\sigma}^{(MLE)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>241</td>
<td>0.1377</td>
<td>1.036</td>
<td>0.9695</td>
<td>0.0051</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>242</td>
<td>0.1377</td>
<td>1.032</td>
<td>0.9697</td>
<td>0.0051</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>243</td>
<td>0.1352</td>
<td>1.028</td>
<td>0.9668</td>
<td>0.0052</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>244</td>
<td>0.1469</td>
<td>1.024</td>
<td>0.9819</td>
<td>0.0047</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>245</td>
<td>0.1652</td>
<td>1.020</td>
<td>1.0043</td>
<td>0.0041</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>246</td>
<td>0.1600</td>
<td>1.016</td>
<td>0.9983</td>
<td>0.0043</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>247</td>
<td>0.1610</td>
<td>1.012</td>
<td>0.9999</td>
<td>0.0042</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>248</td>
<td>0.1531</td>
<td>1.008</td>
<td>0.9905</td>
<td>0.0044</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>249</td>
<td>0.1598</td>
<td>1.004</td>
<td>0.9989</td>
<td>0.0042</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
<tr>
<td>250</td>
<td>0.1372</td>
<td>1.000</td>
<td>0.9713</td>
<td>0.0050</td>
<td>-0.025</td>
<td>s.e.$(\hat{\mu}^{(MLE)})$ = 0.174</td>
<td>0.175</td>
<td>s.e.$(\hat{\sigma}^{(MLE)})$ = 0.014</td>
</tr>
</tbody>
</table>

The last ten data points of a sample of 250 daily equity prices. $S_{ih}$ is the $i$-th equity value corresponding to a debt maturity of $T - ih$. The face value of debt, the risk-free rate and the time step are $F = 0.9$, $r = 0.05$ and $h = 1/250$, respectively. The implied asset values are computed with a Gauss-Newton algorithm.
2.3 The transformed-data maximum likelihood estimation

The estimation problem associated with unobserved asset values can be naturally cast as a transformed-data maximum likelihood estimation (MLE) problem. Such an approach was first developed in Duan (1994). The obvious advantages are that (1) the resulting estimators are known to be statistically efficient in large samples, and (2) sampling distributions are readily available for computing confidence intervals or for testing hypotheses.

We denote the log-likelihood function of the observed data set under a specified model as $L(\theta; \text{data})$ where $\theta$ is the set of unknown parameters under the model. The MLE is to find the value of $\theta$ at which the data set has the highest likelihood of occurrence. Under Merton’s (1974) model and assuming that one could directly observe the firm’s asset values $\{V_0, V_h, V_{2h}, \ldots, V_{nh}\}$, the log-likelihood function could be written as:

$$L^V(\mu, \sigma; V_0, V_h, V_{2h}, \ldots, V_{nh}) = -\frac{n}{2} \ln (2\pi \sigma^2 h) - \frac{1}{2} \sum_{k=1}^{n} \left( \frac{R_k - (\mu - \frac{\sigma^2}{2}) h}{\sigma^2 h} \right)^2 - \sum_{k=1}^{n} \ln V_k$$  (6)

where $R_k = \ln \left( \frac{V_{kh}}{V_{(k-1)h}} \right)^2$. This log-likelihood is a result of assuming the geometric Brownian motion for the asset value dynamic in the absence of default during the sample period. If the firm had undergone one or more times of refinancing, survivorship becomes an important issue. Duan et al. (2003) offers the survivorship adjustment for Merton’s (1974) model.

We, however, do not observe the firm’s asset values. Typically, the firm’s equity values are available. Recognizing that Merton’s (1974) model implicitly provides a one-to-one smooth relationship between the equity and asset values, one can invoke the standard result on differentiable transformations to derive the log-likelihood function solely based on the observed equity data. If we denote the density of the asset value as $f(V)$, the density associated with the equity will be given by $f(V)/\left| \frac{\partial g(V; \sigma)}{\partial V} \right|$. Applying this knowledge yields the following log-likelihood function on the observed equity data:

$$L^S(\mu, \sigma; S_0, S_h, \ldots, S_{nh}) = L^V(\mu, \sigma; \hat{V}_0(\sigma), \hat{V}_h(\sigma), \ldots, \hat{V}_{nh}(\sigma)) - \sum_{k=1}^{n} \ln \left( \Phi \left( \hat{d}_{kh}(\sigma) \right) \right)$$  (7)

where $\hat{V}_{kh}(\sigma) = g^{-1}(S_{kh}; \sigma)$ and $\hat{d}_{kh}(\sigma) = \frac{\ln(\hat{V}_{kh}(\sigma)/F) + \left( r + \frac{\sigma^2}{2} \right) (T-kh)}{\sigma \sqrt{T-kh}}$. Note that the inversion does not require $\mu$ because the equity pricing equation in (5) is not a function of this parameter. Moreover, $\left| \frac{\partial g(V; \sigma)}{\partial V} \right| = \Phi(d_{kh})$.

\(^2\)The term $-\sum_{k=1}^{n} \ln V_k$ could be ignored if the firm’s asset values were directly observable since it would simply amount to an irrelevant constant. We must keep this term in order to later deal with the fact that the asset value is not observable. This point was made in Duan (2000).
One can easily find the ML estimates for $\mu$ and $\sigma$ by numerically maximizing the function in (7). Moreover, one can rely on the ML inference to compute approximate confidence intervals for the estimated parameters – $\hat{\mu}$ and $\hat{\sigma}$ – and other quantities of interest such as the implied asset value $\hat{V}_{nh}(\hat{\sigma})$, the risky bond price $\hat{D}_{nh}(\hat{V}_{nh}(\hat{\sigma}), \hat{\sigma})$ and the default probability $\hat{P}_{nh}(\hat{V}_{nh}(\hat{\sigma}), \hat{\mu}, \hat{\sigma})$. Appendix A provides further discussion on inference.

We take the same equity data sample as in the case of the KMV estimation to compute the ML estimates and report the final results in the bottom panel of Table 1 for which we have used a convergence criterion of $1 \times 10^{-6}$ and the initial parameter values of 0.2 for $\sigma$ and 0.1 for $\mu$, we obtain the ML estimates: $\hat{\mu} = -0.025$ and $\hat{\sigma} = 0.175$ along with their standard errors. Moreover, one can compute the implied asset values and other quantities of interest such as default probability and their corresponding standard errors. The results for the final implied asset values and standard errors of the last ten data points are given in the table.

Comparing the two panels, it is clear that the KMV and ML estimates for $\mu$ and $\sigma$ are very close. This result is not a fluke, and its theoretical reason will be given in the next subsection. The final implied asset values are also very close.\(^3\) In contrast to the KMV approach, the MLE method can readily generate standard errors, which are also reported in the table.

### 2.4 Equivalence

We now proceed to show theoretically that the KMV estimates are the ML estimates for Merton’s (1974) model. Our theoretical argument is based on a statistical tool known as the EM algorithm. This algorithm long existed in the statistical literature in different forms. Dempster et al (1977) were the first to coin the term and provided a comprehensive treatment of the method. The EM algorithm is essentially an alternative way of obtaining the ML estimate for the incomplete data model, where incomplete data refers to the situation that the model contains some random variable(s) without corresponding observations.

The EM algorithm involves two steps - expectation and maximization - and hence its name. One first writes down the log-likelihood function by assuming the complete data. The expectation of the complete-data log-likelihood function is then evaluated, conditional on the observed data and some assumed parameter values. This completes the expectation step. In the maximization step, one finds the new parameter values that maximize the conditionally expected complete-data log-likelihood function. The updated parameter values are then used to repeat the E and M steps until convergence is achieved. Interestingly, the EM algorithm will converge to the ML parameter estimates based on

\(^3\)Although these two approaches can be shown to converge to the same values, numerical differences can be expected because numerical approximations used in defining the equity pricing function and in differentiations for the optimization purpose; for example, the standard polynomial approximation of the standard normal distribution function used in our program has an accuracy up to the sixth decimal place.
the incomplete data. Although the EM algorithm is a very powerful tool, its practicality diminishes markedly when the conditional expectation cannot be analytically evaluated and/or the maximization step cannot be solved analytically.

We argue that the KMV method is an EM algorithm in the context of Merton’s (1974) model. A formal proof is given in Appendix B. We provide here a sketch of that proof. In the E-step, one first forms the log-likelihood function associated with the unobserved asset values, i.e., equation (6), which can be viewed as the complete-data log-likelihood using the jargon of the EM algorithm. We then compute its expected value conditional on the observed equity values and some values of $\mu$ and $\sigma$. Actually, we do not need the value of $\mu$ in the E-step because the implied asset value is not a function of $\mu$. Since the relationship between the unobserved asset value and the observed equity value is one-to-one for a given value of $\sigma$, this conditional expectation becomes trivial. In fact, it amounts to the log-likelihood function based on the firm’s asset values as if they were observed at those implied asset values. The parameter values that maximize this function are those given in Step 2 of the KMV method, which in turn means that the M-step will yield the same estimates for $\mu$ and $\sigma$ as in a KMV update. In short, the KMV method is a degenerate EM algorithm with degeneracy occurring in the E-step.

3 General non-equivalence between the KMV and MLE methods

Merton’s (1974) model contains only two unknown parameters and both of which pertain only to the dynamic of the firm’s asset value. In general, structural models may contain unknown parameters specific to capital structure. There are numerous examples in the literature. In this section, we focus on the model of Brockman and Turtle (2003) and use it to make an important point on general non-equivalence between the KMV and MLE methods. The Brockman and Turtle (2003) model assumes the same asset value dynamic as that of Merton’s (1974). However, unlike Merton’s (1974) model, the firm can default at any time prior to the maturity of its debt. A default occurs when the asset value crosses a financial distress level, denoted by $K$, which can be interpreted as breaching, for example, the debt covenants. The firms’ equity can be likened to a European down-and-out call option with the financial distress level serving as the barrier. Since the financial distress level is unknown, their model has three unknown parameters: $\mu$, $\sigma$ and $K$. The first two are specific to the asset value dynamic whereas $K$ is related to the capital structure of the firm. The equity pricing formula of this model can be written generically as $S_t = g(V_t; \sigma, K)$, a function of the firm’s asset value that depends on two unknown parameters. Its specific expression is given in Appendix C.

\footnote{The EM algorithm is not immune to the usual multi-modal problem associated with numerical optimization. In other words, the limit point of the EM algorithm may be a local maximum, just like the typical ML estimation.}
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Brockman and Turtle (2003) conducted an empirical study using a market value proxy for the unobserved asset value of the firm. They concluded that the companies in their large sample of industrial firms face high financial distress levels (relative to their book values of liabilities). Wong and Choi (2004), however, argued that the high financial distress level is induced by the use of the market value proxy for it is upward biased. They then adopted the transformed-data MLE approach of Duan (1994) to derive the likelihood function for the Brockman and Turtle (2003) model. They proceeded to empirically estimate the model for a large sample of firms and yielded estimates of the financial distress level that are much lower than those based on the market value proxy.

Our purpose here is to use the Brockman and Turtle (2003) model to illustrate the limitation of the KMV method. In short, we will show that the KMV method cannot estimate the capital structure parameter. In addition, the KMV method does not deal with the survivorship issue that is inherent in the estimation of a structural model like Brockman and Turtle (2003). In contrast, the transformed-data MLE approach can handle both.

It is fairly easy to see why the KMV method cannot generate a meaningful estimate for the financial distress level \( K \). Starting with \( \hat{\sigma}(0) \) and \( \hat{K}(0) \), one can invert the time series of equity values to obtain their corresponding implied asset values; that is, \( \hat{V}_{i,h}(\hat{\sigma}(0), \hat{K}(0)) = g^{-1}(S_{i,h}; \hat{\sigma}(0), \hat{K}(0)) \). Then use the implied asset values to obtain the updated values: \( \hat{\sigma}(1) \) and \( \hat{\mu}(1) \). The implied asset values do not, however, provide a mechanism for updating \( K \). Thus, \( \hat{K}(1) = \hat{K}(0) \). In short, \( K \) will remain at its arbitrary initial value even though \( \mu \) and \( \sigma \) have been updated.

Again we can use the EM algorithm to better understand the nature of the KMV method in this context. Similar to Merton’s model (1974), one first derives the complete-data log-likelihood function, which is expected to be different from equation (6). This is simply due to the fact that if a firm has survived the sample period, it means that the firm’s asset values must have stayed above the financial distress level for the entire period. Using the joint probability of the Brownian motion and its infimum, the complete-data log-likelihood function of the Brockman and Turtle (2003) model can be written as,

\[
L_{BT}^{V}(\mu, \sigma, K; V_0, V_h, V_{2h}, \ldots, V_{nh})
= L^{V}(\mu, \sigma; V_0, V_h, V_{2h}, \ldots, V_{nh}) + \sum_{j=1}^{n} \ln \left( 1 - \exp \left( -\frac{2}{\sigma^2 h} \ln \frac{V_{(j-1)}h}{K} \ln \frac{V_{j}h}{K} \right) \right)
- \ln \left[ \Phi \left( \frac{(\mu - \frac{\sigma^2}{2} nh - \ln \frac{K}{V_0})}{\sqrt{nh} \sigma} \right) - \exp \left( \frac{2}{\sigma^2} (\mu - \frac{\sigma^2}{4}) \ln \frac{K}{V_0} \right) \Phi \left( \frac{(\mu - \frac{\sigma^2}{2} nh + \ln \frac{K}{V_0})}{\sqrt{nh} \sigma} \right) \right]
\]

One then computes the expected value of the complete-data log-likelihood function conditional on the observed equity values and some parameter values. The result is the log-likelihood function with the firm’s asset values being fixed at the implied asset values, say, in
the \( m \)-th iteration. Thus, this function can be written as

\[
L_{BT}^V (\mu, \sigma, K; \hat{V}_0(\hat{\sigma}^{(m)}, \hat{K}^{(m)}), \ldots, \hat{V}_{nh}(\hat{\sigma}^{(m)}, \hat{K}^{(m)}))
\].

Obviously, maximizing this function will lead to updated estimates—\( \hat{\mu}^{(m+1)} \), \( \hat{\sigma}^{(m+1)} \) and \( \hat{K}^{(m+1)} \)—that are different from those produced by the KMV updating step. It is now clear that the KMV method is not an EM algorithm for the Brockman and Turtle (2003) model. Thus, there is no reason to expect that the KMV method should yield the ML estimates.

The above discussion provides an EM algorithm for estimating the Brockman and Turtle (2003) model even though the result produced by the EM algorithm no longer coincides with that from the KMV method. The M-step is simply to find \( \hat{\mu}^{(m+1)} \), \( \hat{\sigma}^{(m+1)} \) and \( \hat{K}^{(m+1)} \) that maximize

\[
L_{BT}^V (\mu, \sigma, K; \hat{V}_0(\hat{\sigma}^{(m)}, \hat{K}^{(m)}), \ldots, \hat{V}_{nh}(\hat{\sigma}^{(m)}, \hat{K}^{(m)}))
\]. Conceptually, this EM algorithm will converge to the maximum likelihood estimates. Operationally, however, it is not an attractive approach mainly because the M-step does not have an analytical solution. The numerical implementation of this EM algorithm thus becomes a two-layer loop where the M-step constitutes the inner loop.

We now use a simulation study to numerically examine the non-equivalence between the KMV and maximum likelihood estimator. Doing so requires the derivation of the log-likelihood function based on the observed equity values under the Brockman and Turtle (2003) model. As discussed earlier, the MLE for this model has been developed in Wong and Choi (2004). In our simulation study, we have slightly modified the survivorship adjustment in order to be truly consistent with the Brockman and Turtle (2003) model.\(^5\) This modified log-likelihood function is provided in Appendix C.

We use the following parameter values to perform the simulation: \( r = 0.05, \mu = 0.1, \sigma = 0.3, V_0 = 1.0, F = 1.0, K = 0.8, h = 1/250, n = 250 \) and a maturity of \( (2 - jh) \) years for the \( j \)-th data point of the time series. Since the Brockman and Turtle (2003) model is based on continuous monitoring of financial distress, the simulation of the firm’s asset values is conducted by dividing one day into 10 subintervals. If a simulated sample breaches the barrier at any one of the \( 2,500 \) monitoring points, the sample is discarded. We then compute the 251 corresponding daily equity values for any kept sample, and then act as if the firm’s asset values were not available. In short, we try to mimic a daily sample of observed equity values of a survived firm.

In order to implement the KMV method, one must commit to a specific value of \( K \). The top panel of Table 2 reports the average values of the KMV estimates for \( \mu \) and \( \sigma \) from 1,000 simulated samples. In all cases, the initial \( \sigma \) is set to 0.3. When the true value of \( K \) is used, i.e., \( K = 0.8 \), the estimated \( \sigma \) appears to be unbiased. It is not the case for \( \mu \), however, and in fact it is substantially upward biased with an average of more than twice the true value. This result is consistent with the survivorship analysis presented in Duan

\(^5\)Our modification hinges on the interpretation of survival. Wong and Choi’s (2004) likelihood function is based on the joint density of the observed stock prices and the non-default event. Our expression is obtained with the density of the stock prices conditional on the non-default event.
Table 2: A Monte Carlo study of the KMV and MLE methods for the Brockman and Turtle (2003) model

<table>
<thead>
<tr>
<th></th>
<th>KMV</th>
<th>MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}$</td>
<td>$\hat{\mu}$</td>
</tr>
<tr>
<td>True</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>Mean ($K = 0.700$)</td>
<td>0.297</td>
<td>0.067</td>
</tr>
<tr>
<td>Mean ($K = 0.800$)</td>
<td>0.254</td>
<td>0.108</td>
</tr>
<tr>
<td>Mean ($K = 0.900$)</td>
<td>0.213</td>
<td>0.408</td>
</tr>
</tbody>
</table>

True is the parameter value used in the Monte Carlo simulation. Mean, Median and Std are the sample statistics of the estimates from the 1,000 simulations. cvr is the coverage rate defined as the proportion of the 1,000 parameter estimates for which the true parameter value is contained in the $\alpha$ confidence interval implied by the asymptotic distribution. Values used in simulation: $V_0 = 1.0$, $F = 1.0$, $K = 0.8$, $r = 0.05$, $h = 1/250$, $n = 250$, and a maturity of $2 - ih$ years for the $i$-th data point of the time series of equity values.

et al. (2003) for Merton’s (1974) model. They show that failing to adjust for survivorship will result in an upward biased estimate for $\mu$ but not for $\sigma$. When an incorrect financial distress level is assumed, i.e., $K = 0.7$ or 0.9, the estimate either for $\mu$ or $\sigma$ is of poor quality, a result that is hardly surprising.

The results based on the transformed-data MLE approach on the same 1,000 simulated samples are reported in the bottom panel of Table 2. The results show that the average parameter estimates for $\sigma$, $K$ and $V_{nh}$ are centered around the correct values. Furthermore, the coverage rates suggest that the actual distributions are reasonably approximated by

---

6As it is often the case in Monte Carlo experiments that involve non-linear optimization, convergence failure may occur in some fraction of cases. Whenever that happens, we add new replications in order to have 1,000 simulated samples with proper convergence.
the asymptotic normal distributions. However, there exists a downward bias for the drift parameter \( \mu \) for the sample size of 250 daily observations. It is well known in the literature that the drift parameter can only be estimated accurately using a long time span of data. In this transformed-data MLE setting with one-year worth of daily data, it is hardly surprising to experience the same difficulty. The bias is, however, of a much smaller magnitude than the upward bias observed with the KMV approach.

4 Conclusion

The implementation of structural credit risk models requires estimates for asset values and model parameters. We have provided an analysis on the statistical properties of Moody’s KMV method for Merton’s (1974) model. We have shown theoretically that the KMV estimates are identical to the ML estimates when Merton’s (1974) model is employed. This theoretical result relies on casting the KMV method as an EM algorithm. Even under Merton’s (1974) model, the KMV method is not equivalent to the MLE method, because the former is limited to generating point estimates whereas the latter has accompanying distributional information ideal for conducting statistical inference. For structural models containing unknown capital structure parameter(s), for example, Brockman and Turtle (2003), we have shown that the KMV method does not generate suitable estimates and fails to address an inherent survivorship issue.

The KMV method is nevertheless an intuitive and numerically efficient way of obtaining point estimates under Merton’s (1974) model. Our linking it to the EM algorithm actually opens up ways to modify the KMV method for different structural models. However, such modified schemes are likely to be numerically inefficient because the practicality of the EM algorithm largely rests on one’s ability to obtain the analytical solutions in both the E and M steps. For structural models in general, the E step will remain to be a degenerate expectation operation but the M step is unlikely to have an analytical solution.

Appendix A Maximum likelihood inference

Inference is an important part of statistical analysis. The ML inference for the structural credit risk model can be easily implemented using numerical differentiation. For a sufficiently large sample size \( n \), the distribution of the maximum likelihood parameter estimates, stacked in a column vector \( \hat{\theta} \), can be well approximated by the following normal distribution:

\[
\hat{\theta} \approx N(\theta_0, H_n^{-1})
\]

\(^7\)A coverage rate represents the proportion of the 1,000 estimates for which the true parameter value is contained in the \( \alpha \) confidence interval implied by the corresponding asymptotic normal distribution.
where $\theta_0$ denotes the true parameter value vector and $H_n$ is the negative of the second derivative matrix of the log-likelihood function with respect to $\theta$; that is,

$$H_n = -\frac{\partial L(\theta; \text{data})}{\partial \theta \partial \theta'} \bigg|_{\theta = \hat{\theta}}$$

For any differentiable transformation of the ML estimates, $f(\hat{\theta})$, the standard statistical result implies that

$$f(\hat{\theta}) \approx N\left(f(\theta_0), \left[\frac{\partial f(\hat{\theta})}{\partial \theta}\right]' H_n^{-1} \frac{\partial f(\hat{\theta})}{\partial \theta}\right)$$

where $\frac{\partial f(\hat{\theta})}{\partial \theta}$ is a column vector of the first partial derivatives of the function with respect to the elements of $\theta$ being evaluated at $\hat{\theta}$. This standard result was, for example, utilized in Lo (1986) in the context of testing the derivative pricing model.

In the context of Merton’s (1974) model, $\theta = (\mu, \sigma)'$. For the implied asset value, one needs to recognize that it is a differentiable function of $\hat{\sigma}$. The specific analytical result for the distribution of the implied asset value is available in equation (4.7) of Duan (1994). The expressions for the risky bond and default probability can be derived in a way similar to the deposit insurance value in equation (4.8) of Duan (1994). The derivation requires one to recognize that both risky bond price and default probability are direct as well as indirect functions of the parameter(s) with the indirectness through the implied asset value.

### Appendix B  The KMV method is an EM algorithm

We now describe the EM algorithm for estimating Merton’s (1974) model in the framework laid out in Dempster et al. (1977). By assuming that both the firm’s asset and equity values could be observed, we can express the log-likelihood function of the complete data by

$$L(\mu, \sigma; V_0, V_h, \ldots, V_{nh}, S_0, S_h, \ldots, S_{nh}) =$$

$$L^V(\mu, \sigma; V_0, V_h, \ldots, V_{nh}) + \sum_{i=0}^{n} \ln 1_{\{S_{ih} = g(V_{ih}; \sigma_0)\}}$$

where $1_{\{\cdot\}}$ is the indicator function. The indicator function appears because non-zero likelihood only occurs at the points where the equity and asset values satisfy the equity pricing equation evaluated at the unknown true volatility parameter $\sigma_0$. For the EM algorithm, we can in fact drop the sum involving the indicator function, a point that will become clear later in the E step.

**E-step:** Compute

$$E\left[L(\mu, \sigma; V_0, V_h, \ldots, V_{nh}, S_0, S_h, \ldots, S_{nh}) \mid S_0, S_h, \ldots, S_{nh}, \hat{\mu}^{(m)}, \hat{\sigma}^{(m)}\right]$$
\[ L^V(\mu, \sigma; \bar{\mathcal{V}}_0, \bar{\mathcal{V}}_h, \ldots, \bar{\mathcal{V}}_{nh}) + \sum_{i=0}^{n} \ln 1_{\{S_i = g(\bar{\mathcal{V}}_i; \hat{\sigma}(m))\}} \]

\[ = L^V(\mu, \sigma; \bar{\mathcal{V}}_0, \bar{\mathcal{V}}_h, \ldots, \bar{\mathcal{V}}_{nh}) \]

\[ = -\frac{n}{2} \ln (2\pi \sigma^2 h) - \frac{1}{2} \sum_{k=1}^{n} \left( \frac{\hat{R}^{(m)}_k - (\mu - \frac{\sigma^2}{2}) h}{\sigma^2 h} \right)^2 - \sum_{k=1}^{n} \ln \hat{\mathcal{V}}_{kh}(\hat{\sigma}(m)) \]

where \( \hat{R}^{(m)}_k = \ln \left( \frac{\hat{\mathcal{V}}_{kh}(\hat{\sigma}(m))}{\hat{\mathcal{V}}_{(k-1)h}(\hat{\sigma}(m))} \right) \) and \( \hat{\mathcal{V}}_{kh}(\hat{\sigma}(m)) = g^{-1}(S_k; \hat{\sigma}(m)) \).

**M-step**: Maximize the conditional log-likelihood function obtained in the E-step to yield

\[ \left( \hat{\sigma}(m+1)^2 \right) = \frac{1}{nh} \sum_{k=1}^{n} \left( \hat{R}^{(m)}_k - \bar{\mathcal{R}}^{(m)} \right)^2 \]

\[ \hat{\mu}(m+1) = \frac{1}{h} \hat{R}^{(m)} + \frac{1}{2} \left( \hat{\sigma}(m+1)^2 \right) \]

where \( \bar{\mathcal{R}}^{(m)} = \frac{1}{n} \sum_{k=1}^{n} \hat{R}^{(m)}_k \).

It is now clear that the KMV method as described in the text is indeed an EM algorithm. It is easy to verify \( L^V(\mu, \sigma; \bar{\mathcal{V}}_0, \bar{\mathcal{V}}_h, \ldots, \bar{\mathcal{V}}_{nh}) \) satisfies the conditions in Theorem 4 of Dempster et al. (1977) so that the KMV method for Merton’s model yield the ML estimates for \( \mu \) and \( \sigma \).

**Appendix C** The Brockman and Turtle (2003) model and the corresponding likelihood function

In Brockman and Turtle (2003), the firm’s equity is viewed as a European down-and-out call option with the strike price \( F \), barrier \( K \) and maturity \( T \). Thus, the equity pricing equation is:

\[ S_t = V_t \Phi(a_t) - F e^{-\rho(T-t)} \Phi \left( a_t - \sigma \sqrt{T-t} \right) - V_t (K/V_t)^{2\eta} \Phi (b_t) \]

\[ + F e^{-\rho(T-t)} (K/V_t)^{2\eta} - 2 \Phi \left( b_t - \sigma \sqrt{T-t} \right) \]

where \( \Phi(\bullet) \) is the standard normal distribution function,

\[ a_t = \begin{cases} \frac{\ln(V_t/F) + (r + 0.5\sigma^2)(T-t)}{\sigma \sqrt{T-t}} & \text{for } F \geq K \\ \frac{\ln(V_t/K) + (r + 0.5\sigma^2)(T-t)}{\sigma \sqrt{T-t}} & \text{for } F < K \end{cases} \]
\[
\begin{align*}
\frac{\ln(K^2/V_t F)+\left(r+0.5 \sigma^2\right)(T-t)}{\sigma \sqrt{T-t}} & \quad \text{for } F \geq K \\
\frac{\ln(K/V_t)+(r+0.5 \sigma^2)(T-t)}{\sigma \sqrt{T-t}} & \quad \text{for } F < K
\end{align*}
\]

and
\[
\eta = \frac{r}{\sigma^2} + \frac{1}{2}.
\]

Denote the above equity pricing equation by \( g(V_t; \sigma, K) \) to reflect the fact that it is a function of the firm’s asset value and depends on two unknown parameters. We can apply the transformed-data MLE method of Duan (1994) to obtain the log-likelihood function of a discretely sampled equity values on a firm that survives the entire sample period. It turns out to be the log-likelihood function of the firm’s asset value conditional on survival (equation (8)) evaluated at the implied asset values plus a term related to the Jacobian of the transformation. Thus,
\[
L_{BT}^S(\mu, \sigma, K; S_0, S_h, S_{2h}, \ldots, S_{nh}) = L_{BT}^V(\mu, \sigma, K; \hat{V}_0(\sigma, K), \hat{V}_h(\sigma, K), \hat{V}_{2h}(\sigma, K), \ldots, \hat{V}_{nh}(\sigma, K)) - \sum_{j=1}^{n} \ln \left| \frac{\partial g(\hat{V}_{jh}(\sigma, K); \sigma, K)}{\partial V_{jh}} \right|.
\]

where the first derivative of the equity value with respect to the asset value can be derived as follows:
\[
\begin{align*}
\frac{\partial g(V_t; \sigma, K)}{\partial V_t} &= V_t \frac{\partial \Phi(a_t)}{\partial V_t} + \Phi(a_t) - X \frac{\partial \Phi(a_t - s)}{\partial V_t} \\
&\quad - \left( V_t (K/V_t)^{2\eta} \frac{\partial \Phi(b_t)}{\partial V_t} \right) - \left( V_t \frac{\partial (K/V_t)^{2\eta}}{\partial V_t} \Phi(b_t) \right) - \left( (K/V_t)^{2\eta} \Phi(b_t) \right) \\
&\quad + \left( X (K/V_t)^{2\eta-2} \frac{\partial \Phi(b_t - s)}{\partial V_t} \right) + \left( X \frac{\partial (K/V_t)^{2\eta-2}}{\partial V_t} \Phi(b_t - s) \right)
\end{align*}
\]

where
\[
\begin{align*}
X &= Fe^{-r(T-t)} \\
\frac{s}{V_t} &= \sigma \sqrt{T-t} \\
\frac{\partial \Phi(a_t)}{\partial V_t} &= \frac{1}{\sqrt{2\pi}} e^{-\frac{s^2}{2}} \frac{1}{sV_t} \\
\frac{\partial \Phi(b_t)}{\partial V_t} &= -\frac{1}{\sqrt{2\pi}} e^{-\frac{s^2}{2}} \frac{1}{sV_t}
\end{align*}
\]
\[
\begin{align*}
\frac{\partial (K/V_t)^{2\eta}}{\partial V_t} &= -K^{2\eta}2\eta V_t^{-2\eta-1}\frac{\partial \Phi(a_t - s)}{\partial V_t} \\
\frac{\partial (K/V_t)^{2\eta-2}}{\partial V_t} &= -K^{2\eta-2}(2\eta + 2)V_t^{-2\eta+1} \frac{\partial \Phi(b_t - s)}{\partial V_t} \\
\frac{\partial \Phi(a_t - s)}{\partial V_t} &= \frac{1}{\sqrt{2\pi}} e^{-\frac{(a_t-s)^2}{2}} \frac{1}{sV_t^3} \\
\frac{\partial \Phi(b_t - s)}{\partial V_t} &= -\frac{1}{\sqrt{2\pi}} e^{-\frac{(b_t-s)^2}{2}} \frac{1}{sV_t^3}.
\end{align*}
\]
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