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Some Early Linear and Integer Programming Milestones

First LP models [Kantorovich, 1939]

Simplex algorithm for LP [Dantzig, 1947]

Revised Simplex algorithm [Dantzig, 1953]

LP on the solution of the TSP [Dantzig, Fulkerson, and
Johnson, 1954]

Dynamic Programming [Bellman, 1955]

Cutting Plane algorithm for IP [Gomory, 1958]

Branch-and-Bound algorithm [Land and Doig, 1960]



Adopted definition of Column Generation algorithm

Method to solve LPs with a large number of variables. Instead of
explicitly evaluating reduced costs, it dynamically generates
variables by solving auxiliary optimization problems known as
pricing subproblems.



The 1st CG work [Ford Jr and Fulkerson, Management
Science, 1958]



The 1st CG work [Ford Jr and Fulkerson, 1958]

Proposes a reformulation (fewer constraints, large number of
variables) for handling some multi-commodity network flow
problems too large for the simplex method, since their basis
matrices would not even fit in the main memory of the computers.
Pricing solved as shortest path problems

“Except for hand computation for a few small problems, we have
no computational experience with the proposed method. Whether
the method is practicable ... is a question that can only be settled
by experimentation.”



The 2nd CG work [Dantzig and Wolfe, Operations
Research, 1960]



The 2nd CG work [Dantzig and Wolfe, 1960]

The most fundamental CG paper!

Proposes the general DW decomposition for LP and shows how the
reformulated LPs can be solved.

No computational results. Points out the cases (like the
block-diagonal subproblem structure) where it “holds promise for
the efficient computation of large-scale systems”



The 3rd CG work [Gilmore and Gomory, Operations
Research, 1961, 1963]



The 3rd CG work [Gilmore and Gomory, 1961]

Considers the Cutting Stock Problem (CSP): given a set of m
items, item j , 1 ≤ j ≤ m, having length wj and demand dj ; produce
the demand using the minimum number of stocks of length W .

The proposed formulation uses variables corresponding to the Q
possible cutting patterns p1, . . . ,pQ :

min
Q∑

q=1

λq (1a)

s.t.
Q∑

q=1

pqjλq = dj j = 1, . . . ,m (1b)

λ ∈ ZQ
+ (1c)

Linear relaxation solved by CG (knapsack pricing subproblems
solved by Dynamic Programming), integer solutions by rounding



The 3rd CG work - part II [Gilmore and Gomory, 1963]

Reflecting on the practical experience of cutting rolls in a paper
mill, a more advanced version of the method is described:

Alternative methods for solving the knapsack subproblem

Several additional practical issues, like limits on the number of
cutting knives, are considered

Extensive computational results are presented and discussed

2D CSP started to be handled in [Gilmore and Gomory, 1965]



[Kantorovich, 1939], English translation published in
Management Science, 1960

Leonid V. Kantorovich was a math prodigy, pub-
lishing his first papers at the age of 15

In 1934, at 22, he became a full professor at
Leningrad (now Saint-Petersburg) University.

In 1938, he was given the task of optimizing pro-
duction in a plywood plant

The resulting work would be recognized with the
1975 Nobel Prize in Economics (shared with T.
Koopmans)



[Kantorovich, 1939], English translation published in
Management Science, 1960



[Kantorovich, 1939] Contents

Nine chapters giving LP models for production planning
problems

Appendix 1 - Method of Resolving Multipliers
• “Lagrangean method” – dualize all constraints, adjust

multipliers to obtain an optimal dual solution, recover primal
solution

Appendix 2 - Numerical solution of a large real LP from the
plywood plant

Appendix 3 - Theoretical Supplement
• Algebraic and graphical proofs of the existence of optimal

multipliers



[Kantorovich, 1939] Chapter IV - Minimization of Scrap =
The Cutting Stock Problem



[Kantorovich, 1939] The Cutting Stock Problem

Let U be an upper bound on the optimal number of stocks.
Variable yu indicates whether stock u is indeed used and variable
xju indicates how many copies of item j are cut from stock u.

min
U∑

u=1
yu (2a)

s.t.
U∑

u=1
xju = dj j = 1, . . . ,m (2b)

m∑
j=1

wjxju ≤ Wyu u = 1, . . . ,U (2c)

x ∈ ZmU
+ , y ∈ BU (2d)

Really bad formulation: Potential exponential size, linear relaxation
only produces trivial LB, extreme symmetry. Yet, a DW
decomposition of it can obtain the good Gilmore-Gomory
formulation



[Kantorovich, 1939] The Cutting Stock Problem

Starting in the 1990s, many authors (including me) attributed this
weak formulation to [Kantorovich, 1939, 1960].

WRONG

No trace of that formulation either in the original Russian version
or in its widely available English translation!

Instead, Kantorovich proposed Gilmore-Gomory formulation, but
assuming that the number of cutting patterns was small enough so
they could be enumerated by hand.
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[Kantorovich, 1939], First CSP example

m = 3, w = ( 2.9 2.1 1.5 ), d = ( 100 100 100 ), and W = 7.4. He
enumerated the following cutting patterns:

Then, he solved what in modern notation would be the following
LP:

min z = λ1+ λ2+ λ3+ λ4+ λ5+ λ6

λ1+ 2λ2 + λ4 + λ6 = 100
+ 2λ3+ 2λ4+ λ5+ λ6 = 100

3λ1+ λ2+ 2λ3 + 3λ5+ λ6 = 100
λ ≥ 0



Linear Programming banned in the Soviet Union!

Kantorovich had ambitious goals. He believed that LP could be
used not only on local-level industrial problems but also for
planning the whole Soviet economy!

In 1942, he already had an advanced manuscript titled The
Best Use of Economic Resources and submitted it to Gosplan,
the powerful central economic planning agency

After its strong rejection, he was forced to keep it unpublished

There were practical objections to Kantorovich’s proposal (like
“solving those large LPs would require vast human computational
resources”).

However, the rejection was due to ideological objections



First ideological objection: dual variables as prices

Dual variables may have a natural interpretation as prices

The most zealous communists believed that prices were a
harmful capitalist artifact that had no place in a socialist
economy

In 1956, after Stalin’s death, when Kantorovich could finally teach
LP, he still cautiously used the name objectively determined
valuations for dual variables (objectively was a widely used
Marxist-Leninist jargon)



Second ideological objection: the role of labor

According to 19th-century Marx’s Labor Theory of Value (LTV),
the value of a good is 100% determined by the amount of
labor required to produce it.

The trouble was that the models by Kantorovich include labor as a
resource, at the same level as other resources like raw materials,
machine availability, and energy.

Again, some found that to be highly problematic, since it
robbed from labor its unique status.



Actually, both ideological objections were related

LTV is central to Marxist Theory, which affirms that the
dissociation between price and value is the mechanism used by
capitalists to exploit the working class.

The Marxists in Gosplan were fanatical but not crazy!

The competing “capitalist” Marginalist Theory of Value (the
standard theory of today) states that the value of a good is
given by how much gain one additional unit of it brings

Many economists believe that LP duality is consistent with
that theory



Kantorovich work on specific kinds of LPs

Although unofficial, the ban on general LP was dead serious.

Economists were among the most persecuted groups of
intellectuals during Stalin’s rule, since their ideas could clash
directly with the Communist Party orthodoxy

World-famous economists could be sent to gulags and even
executed (like Kondratiev (1892–1938))

Yet, during that period Kantorovich could publish (a bit) on
specific LP applications

Two papers on the transportation problem

A 200-page book only on the CSP!
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[Kantorovich and Zalgaller, 1951], Rational Cutting of
Industrial Materials



[Kantorovich and Zalgaller, 1951], A 200-page book only
on the Cutting Stock Problem!

Copy of the first edition, pho-
tographed (page by page)
by Alexander Lazarev in the
Moscow State University li-
brary. Many thanks!



Chapter 1: General Methods for the Cutting Problem

Presents the LP model
based on cutting patterns
that will be used all over
the book

Dual variables are called
indices...
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Chapter 1: General Methods for the Cutting Problem

The models are not viewed as IPs, so fractional use of a cutting
pattern is OK. The modeling assumption is that item demands
represent proportions.

For example, a piece of furniture requires 2 copies of item 1, 4
copies of item 2, and 1 copy of item 3. The actual number of
pieces that will be manufactured is unknown, as the factory
will be operated for an undetermined period of time

So, the CSP is solved with demands d = ( 2 4 1 ). Its
fractional solution will determine the proportions in which
each cutting pattern should be used

The CSP optimal solution value is the average number of
stocks used per piece



Chapter 2: Cutting Linear (1D) Stocks



Chapter 2: Cutting Linear (1D) Stocks

Machines that can be used for cutting



Chapter 3: Cutting Rectangular (2D) Stocks



Chapter 3: Cutting Rectangular (2D) Stocks

Rectangular items



Chapter 3: Cutting Rectangular (2D) Stocks

Rectangular items



Chapter 3: Cutting Rectangular (2D) Stocks

Circular items



Chapter 3: Cutting Rectangular (2D) Stocks

Big examples



The 0-th CG work [Kantorovich and Zalgaller, 1951]

The book proposes solving CSP

using Column Generation!
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The 0-th CG work [Kantorovich and Zalgaller, 1951]

Optimality condition: the current LP solution is CSP-optimal if for
all possible cutting patterns p = (p1, . . . , pm)

∑m
j=1 πj pj is not

greater than 1 (πj is the “index” of item j)

Enumeration of all patterns is not necessary, improving patterns
may be identified by what we now call reduced costs



The 0-th CG work [Kantorovich and Zalgaller, 1951]

1D CSP instance: m = 3, w = ( 140 95 65 ), d = ( 2 4 1 ), and
W = 500.

Starting solution using single-item patterns: ( 3 0 0 ) with value
2/3, ( 0 5 0 ) with value 4/5, ( 0 0 7 ) with 1/7, cost ≈ 1.61

Better solution: ( 3 0 1 ) with value 2/3, ( 0 5 0 ) with value 71/91,
( 0 1 6 ) with value 1/18, cost ≈ 1.51

Improving that solution: calculate the indices by solving
3π1 + π3 =1

5π2 =1
π2 +6π3 =1

⇒
π1 = 2/15
π2 = 1/5
π3 = 13/45.

By solving an integer knapsack problem, the improving pattern
(1, 3, 1) is found: 2/15 + 3/5 + 13/45 = 46/45 > 1



The 0-th CG work [Kantorovich and Zalgaller, 1951]

Associate variables x , y , z to the current patterns and θ the new
one. We have that:

3x + θ=2
5y + z +3θ=4

x +6z + θ=1
⇔


3x = 2− θ

5y + z =4− 3θ
x +6z = 1− θ

Solving the 3× 3 linear system:

x =
2− θ

3
, y =

71− 52θ

90
, z =

1− 2θ

18
.

when θ increases, the first value which nullifies is z (when θ = 1
2).

Thus (0, 1, 6) is replaced by (1, 3, 1). It can be deduced that x = 1
2

and y = 1
2 . The cost of the new solution is thus 1.5.



The 0-th CG work [Kantorovich and Zalgaller, 1951]



The 0-th CG work [Kantorovich and Zalgaller, 1951]

Recalculate the indices by solving
3π1 + π3 =1

5π2 =1
π1 +3π2 + π3 =1

⇒
π1 = 3/10
π2 = 2/10
π3 = 1/10.

By solving another knapsack problem, it is shown that no
improving pattern exists. The CSP solution is optimal.

The proposed CG does not use the Method of Resolving
Multipliers. It uses something very similar to the Revised Simplex
Algorithm [Dantzig, 1953]

How the knapsack problems are solved?
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Scale of Indices - Graphical DP for the Knapsack Problem

x

y

2

4

6

8

10

65 95 140 140× 2 140× 3 500

Consider the last subproblem. Make the indices integer by multiplying

them by 10, so π′
1 = 3, π′

2 = 2, π′
3 = 1. Plot (two copies on

semi-transparent paper) a graphic depicting feasible solution values for

each knapsack capacity. Only the values corresponding to single-item

solutions need to be exact



Scale of Indices - Graphical DP for the Knapsack Problem

x

x

y y

2

4

6

8

10

65 95 140 140× 2 140× 3 500

Then shift one transparent paper to every break point. In this case the

shift is to the break point (95,2). The shaded areas correspond to

improving solutions!



Scale of Indices - Graphical DP for the Knapsack Problem



Scale of Indices - Graphical DP for the Knapsack Problem

x

y

2

4

6

8

10

65 95 140 190 235 280 375 420 500

Mark the resulting improved Scale of Indices on one of the papers. By

repeating the procedure a second time, again at break point (95,2), a

second improved Scale of Indices is found. As it can not be improved by

a third application of the procedure, it is optimal



Final Optimal Scale of Indices

x

y

2

4

6

8

10

65 95 140

95
×
2

140
+
95

140
×
2

140
+
95

×
2

140
×
2
+
95

140
×

3

140
×
2
+
95

×
2

500

As the optimal knapsack solution value for W = 500 is 10 (1 after

dividing it by 10), there is no improving pattern



Scale of Indices - Graphical DP for the Knapsack Problem



Scale of Indices - Graphical DP for the Knapsack Problem

In the pre-computer era, it was very common for engineers to use
mechanical analog devices (like sliding rules) for speeding-up
calculations.

Due to its “parallel nature”, several possible improvements are
tested at once, the Scale of Indices method converges fast.

Yet, like most mechanical analog methods, the Scale of Indices
suffers from low numerical precision. The DP knapsack algorithm
with explicit stage-by-stage numerical calculations proposed in
[Bellman, 1955] can have arbitrary precision.



The CG methods in [Kantorovich and Zalgaller, 1951] were
already in use?

The book is so mature and concerned with practical issues that it
is likely that the proposed methods were already tested in real
situations.

However, to our knowledge, no records exist that detail their
concrete implementation.

What can be found, though, are mentions of early applications
of LP-based approaches for solving CSPs.



Some excerpts from Gardner [1990]

“Most of the work that Kantorovich did for the Soviet military
remains classified to this day. We do know that Kantorovich
applied his technique to the problem of cutting metal for tanks,
and to the problem of laying mine fields.”

“As Katsenelinboigen (1978-79) tells, the cutting of sheet metal at
the Leningrad E. I. Egorov Railroad Car Building Plant produced
tremendous quantities of scrap. After introducing Kantorovich’s
solution technique, officials were able to reduce the amount of
scrap by 50 percent. This had the unfortunate side effect of greatly
reducing the amount of scrap metal available to steel plants in the
region, and Kantorovich was ordered to appear at Leningrad party
headquarters for allegedly sabotaging the economy. He was
rescued by the military, which needed him for its atomic program.”



The CG methods in [Kantorovich and Zalgaller, 1951] were
used after 1951?

Of course! Thousands of plants in the USSR needed to solve
CSPs. The book only uses simple math. Kantorovich was a
celebrity, the winner of the highest Soviet scientific honors: Stalin
Prize (1949) and Lenin Prize (1964) (actually the same prize
twice, the name was changed in 1956). There was enough demand
to justify a second edition of the book

Yet, LP-based methods (in general, not only for the CSP) were
much less used in the Soviet Union than Kantorovich wished for.

After 1956 the ideological objections decreased and computers
became more available

However, LP still faced strong resistance from a bureaucratic
management class averse to innovation



Final Remarks

[Kantorovich and Zalgaller, 1951] deserves to be called the “0-th
work” on CG:

It presents a complete CG-based method for the CSP (for its
1D variant, where an exact pricing algorithm is proposed),
anticipating [Gilmore and Gomory, 1961, 1963].

Yet, it had a negligible impact outside the Soviet block, being
virtually unknown in the West until today. It had no influence
on the mainstream development of CG. Why? Contacts
limited by Cold War? Language barrier? Perhaps

• But even the contents of [Kantorovich, 1939], published in
English in 1960, are not correctly mentioned!

We believe that it is fair to correct that mistake and start referring
to the Kantorovich-Gilmore-Gomory CSP formulation



Final Remarks

[Kantorovich and Zalgaller, 1951] deserves to be called the “0-th
work” on CG:

It presents a complete CG-based method for the CSP (for its
1D variant, where an exact pricing algorithm is proposed),
anticipating [Gilmore and Gomory, 1961, 1963].

Yet, it had a negligible impact outside the Soviet block, being
virtually unknown in the West until today. It had no influence
on the mainstream development of CG. Why? Contacts
limited by Cold War? Language barrier? Perhaps

• But even the contents of [Kantorovich, 1939], published in
English in 1960, are not correctly mentioned!

We believe that it is fair to correct that mistake and start referring
to the Kantorovich-Gilmore-Gomory CSP formulation



This story and many other narratives about Column
Generation are coming!
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New Book! “Optimizing with Column Generation:
advanced branch-cut-and-price algorithms”

Main authors: Eduardo Uchoa, Ruslan Sadykov and Artur Pessoa

Contributing author: François Vanderbeck (chapter on software for
Column Generation)

Cover design: Leonardo Viana (no AI-generated image!)

Work started in April 2022

60% of its estimated content, 500-pages not counting
references and indices, have already been written

Scheduled to be finished by the end of the year

Extensive historical research, including the “forgotten ones”

Beginner-friendly, starts from the basics

Yet, it has in-depth coverage of the recent advanced BCP
techniques that proved to be the most effective in practice
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