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SNDP: Problem Description
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SNDP with Holding Costs

({1,2,3},90, 150)
® |n-Transit Holding Costs @ C
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SNDP opt. sol.

SERVICE NETWORK DESIGN PROBLEM (SNDP): PROBLEM DESCRIPTION - 6/51



SNDP with Holding Costs

({1,2,3},90, 150)
® |n-Transit Holding Costs @ C

({ commodities} , dep.time, arr.time))

m Caused by transporta- Fixed cost: 70
tion _ © 8 Flow cost: 165
m Can be included in flow @9” ] Holding cost:
costs S & Hold.cost. of 0.01 at
~  term. b
e |n-Storage Holding Costs 0.01%(25*90+40*50)=42.5
m Caused by consolida-
tion SNDP opt. sol.

m E.g. Commodities 1
(b-a) and 3 (c-a) wait
at terminal b for 90
and 50 minutes to be
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modity 2 (d-a)
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SNDP with Holding Costs

({1,2,3},90, 150)
® |n-Transit Holding Costs @ C

({ commodities} , dep.time, arr.time))

m Caused by transporta- Fixed cost: 70
tion _ © S Flow cost: 165
m Can be included in flow @9” ] Holding cost:
costs S & Hold.cost. of 0.01 at
~  term. b
e |n-Storage Holding Costs 0.01%(25*90+40*50)=42.5
m Caused by consolida-
tion SNDP opt. sol.
m E.g. Commodities 1
(b-a) and 3 (c-a) wait ({1,2}, 90, 150) ({ commodities} , dep. time, arr. time))
at terminal b for 90 ; Fixed cost:

and 50 minutes to be ({3}, 40, 100)
consolidated with com-

modity 2 (d-a)

80 (=22 (c,a) + 38
(d, b) + 2 x 10(b, a))
Flow cost: 165

Holding cost:
0.01*(25*40)=10

277.5 vs 255, 8%
savings in total cost

({2}, 20,90)

® Optimal design without
incorporating holding cost
can go arbitrarily worse

With hold. costs
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Models for the SNDP

Wide applications: transportation, telecommunication, logistics, and production-
distribution systems [Crainic, 2000; Wieberneit, 2008]

Time-dependent compact models that use continuous variables to model time
= weak linear programming (LP) relaxations
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Models for the SNDP

® Wide applications: transportation, telecommunication, logistics, and production-
distribution systems [Crainic, 2000; Wieberneit, 2008]

® Time-dependent compact models that use continuous variables to model time
= weak linear programming (LP) relaxations

® Time-indexed models [Andersen et al., 2009b,a; Pedersen et al., 2009]:

m Discretization level: A

m Time-expanded network: D = (N2, H5 U A%) (holding H%, service AT)

ty [2) t3

ktt
m Variables indexed by time: Xj;  be 0-1 variable equal to 1 if commodity k € K

is routed along arc (i,j) € A departing from i at time t and arriving at j at
time t, 0 otherwise
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Models for the SNDP

® Wide applications: transportation, telecommunication, logistics, and production-
distribution systems [Crainic, 2000; Wieberneit, 2008]

® Time-dependent compact models that use continuous variables to model time
= weak linear programming (LP) relaxations

® Time-indexed models [Andersen et al., 2009b,a; Pedersen et al., 2009]:

m Discretization level: A

m Time-expanded network: D = (N2, H5 U A%) (holding H%, service AT)

ty [2) t3

ktt
m Variables indexed by time: Xj;  be 0-1 variable equal to 1 if commodity k € K

is routed along arc (i,j) € A departing from i at time t and arriving at j at
time t, 0 otherwise

m Price of discretization analysed in Boland et al. [2018]
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Continuous-Time Service Network Design (CTSNDP)

® When A = 0, time-indexed (TI) model size = infinity, but solution = optimal
in continuous-time
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Continuous-Time Service Network Design (CTSNDP)

® When A = 0, time-indexed (TI) model size = infinity, but solution = optimal
in continuous-time

® Boland et al. [2017] tackled the CTSNDP

m Existence of a finite time-expanded network whose time-indexed model solution
is continuous-time optimal

= The size of the resulting Tl model may be prohibitively
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® When A = 0, time-indexed (TI) model size = infinity, but solution = optimal
in continuous-time
® Boland et al. [2017] tackled the CTSNDP

m Existence of a finite time-expanded network whose time-indexed model solution
is continuous-time optimal

= The size of the resulting Tl model may be prohibitively

m Propose a Dynamic Discretization Discovery (DDD) algorithm
= optimal continuous-time solution obtained by considering a small portion of
the complete Tl model
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Continuous-Time Service Network Design (CTSNDP)

When A = 0, time-indexed (TI) model size = infinity, but solution = optimal
in continuous-time

Boland et al. [2017] tackled the CTSNDP

m Existence of a finite time-expanded network whose time-indexed model solution
is continuous-time optimal

= The size of the resulting Tl model may be prohibitively

m Propose a Dynamic Discretization Discovery (DDD) algorithm
= optimal continuous-time solution obtained by considering a small portion of
the complete Tl model

Follow-up works

[Marshall et al., 2020; Hewitt, 2019; Medina et al., 2019; Vu et al., 2020]
on CTSNDP, its variations, and other continuous time transportation opti-
mization problems

Valid or effective only when holding costs are zero
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Existence of a Complete T1 model for the CTSNDP

® Based on the following obser-
vation:

m The services' departure
times of a continuous-time
optimal solution can be
shifted to be as early as
possible without changing
the total cost

@ ({1,2,3},90,150)

({2}.20,90)

({2}, 20,90)
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({ commodities} , dep.time, arr.time))

Departure as early as
possible



Existence of a Complete T1 model for the CTSNDP

If terminal b has positive holding cost, then:

@ ({1,2,3},90,150)

® Based on the following obser-
vation:

m The services' departure
times of a continuous-time
optimal solution can be
shifted to be as early as
possible without changing
the total cost

. . ({1,2,3}, 90, 150)
® Not valid when holding costs @‘—C)

are considered
m Shifting services’ departure
times may change holding
costs

({2}.20,90)

({2}, 20,90)
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({ commodities} , dep.time, arr.time))

Commodity 3 (c-a) is
waiting at terminal ¢

Commodity 3 is not
waiting at terminal b

= Holding cost of

commodity 3 =0

({ commodities} , dep.time, arr.time))

Departure as early as
possible

Commodity 3 is wait-
ing at terminal 2

= Holding cost of

commodity 3 > 0



Continuous-Time Service Network Design with Holding Costs
(CTSNDP-HC): Challenges and Our Results

® Prove the existence of a complete Tl model with A = 1 for CTSNDP-HC

m This is needed to guarantee the convergence of the DDD algorithm to be
developed
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Continuous-Time Service Network Design with Holding Costs
(CTSNDP-HC): Challenges and Our Results

® Prove the existence of a complete Tl model with A = 1 for CTSNDP-HC

m This is needed to guarantee the convergence of the DDD algorithm to be
developed

® Develop a DDD algorithm for CTSNDP-HC

m New and tighter relaxation

m New cuts

m New and more effective upper bound heuristic
m New and effective refinement strategy
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Continuous-Time Service Network Design with Holding Costs
(CTSNDP-HC): Challenges and Our Results

® Prove the existence of a complete Tl model with A = 1 for CTSNDP-HC

m This is needed to guarantee the convergence of the DDD algorithm to be
developed

® Develop a DDD algorithm for CTSNDP-HC

m New and tighter relaxation

m New cuts

m New and more effective upper bound heuristic
m New and effective refinement strategy

® Demonstrate the effectiveness of the new DDD algorithm and the benefits
that can be gained by taking into account holding costs
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Dynamic Discretization Discovery Algorithm for CTSNDP-HC

A eelumn point-generation based approach

RELAXATION: Find a lower bound by solving a new MIP
relaxation (LB) of CTSNDP-HC based on a partial time-
expanded network

® Proposed
Boland et al. [2017]

UPPER BOUND HEURISTIC: Find an upper bound by
repairing the lower bound solution of CTSNDP-HC

Is the upper bound solution yes
optimal? P

no

REFINEMENT: Discover new time points and refine the
partial time-expanded network for CTSNDP-HC
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Dynamic Discretization Discovery Algorithm for CTSNDP-HC
A eelumn point-generation based approach

RELAXATION: Find a lower bound by solving a new MIP
relaxation (LB) of CTSNDP-HC based on a partial time-
expanded network

® Proposed by
Boland et al. [2017]

UPPER BOUND HEURISTIC: Find an upper bound by
repairing the lower bound solution of CTSNDP-HC ® The algorlthm converges

to optimal and stops in a
finite number of iterations

= Due to sufficiency of
A and the new refinement
strategy developed

‘ Is the upper bound solution yes

optimal?

no

REFINEMENT: Discover new time points and refine the
partial time-expanded network for CTSNDP-HC
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Time-Index model for the SNDP with Holding Costs
* Formulation SND-HC(D%):

z(D?—) = min Z f,-jy,;? + Z Z (chk KTy Z Z(hk k

(9.6 H)e AL KER (10,0, D) eAS kexien
k k
e e 1 (i, t) = (0", "),
Z Xij Z X = -1 ( ) (dk Ik) Vk e K, (' t) ENT'
(2.0 )AL UG (3. )eAB UHA 0 otherwise,
a5 < wyt, VY ((,1), 3, 8) € AS,
kel

Z txéfﬁ—ek7 i:ok,

(10,0, D)€ A )

- 3 txi i=d, VieN,VkeK,
(U9, AL

ktt ktt .
E tx; — E tx; otherwise,

((1.9.0. D)€ AS (D) AG
T e {01}, Y((i,1),(,T) € AL UHS k€K,
it €Nzo, (i, 1), (. D) € AF,
wf >0, VieN,kek.
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Existence of a Complete T Model

e Define a flat solution as S = (P,C) @M@

m P: paths for commodities
m C: consolidation plans for arcs of

paths Q@ B
& |
e Continuous-time solution: (P,C) + S &

services' departure times

k Pk ¢ 5

1 (ba) |(ba) {(1,1),(2,2),(3,2)}
2 (d,b,a)|(d,b) {(2,1)}

3 (c.b.a) [(c,b) {@, 1)}
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Existence of a Complete T Model

Define a flat solution as S = (P, C) @M@

m P: paths for commodities
m C: consolidation plans for arcs of
paths

Continuous-time solution: (P,C) +
services' departure times

Given § = (P,C), optimal service’
departure times can be solved by an
LP model

The LP model is totally unimodular

({2}, 20,90)

= optimal departure times are inte-

gers (with integers data)
= A =1 is sufficient
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Deriving the Relaxation

® Fully time-expanded network D

e Consider a Partially time-expanded network Dy = (N7, Hr U A7)
=> derive lower bounds on both transportation costs and holding costs

NEw DDD ALGORITHM FOR THE CTSNDP-HC - 26/51



Deriving the Relaxation
® Fully time-expanded network D4
e Consider a Partially time-expanded network Dy = (N7, Hr U A7)
= derive lower bounds on both transportation costs and holding costs
® Associate to each feasible path in the fully time-expanded network a feasible
path in the partially time-expanded network

time
ik i1
thit
——»  servicearc
: ; ' [ > hold-over arc
. (a) Solution on the fully time-expanded network L1 holding time
: l« ———» upper bound on holding time
IO =ph) gy, : : ¢ ————s lowerbound on holding time
Tik
n
+Tkk
ihiie
Tk ' '
th+1
apa) | w0 80) 9O =py, Ch) £
-
- —-»!

(b) Mapped solution on the partially time-expanded network
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Deriving the Relaxation
® Fully time-expanded network D4
e Consider a Partially time-expanded network Dy = (N7, Hr U A7)
= derive lower bounds on both transportation costs and holding costs
® Associate to each feasible path in the fully time-expanded network a feasible
path in the partially time-expanded network

time

p Kk
th th+1

——»  servicearc

------------------- > hold-over arc

L1 holding time

L& ———p! upper bound on holding time

& ————o lowerbound on holding time
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(b) Mapped solution on the partially time-expanded network
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Deriving the Relaxation
e Fully time-expanded network D4
e Consider a Partially time-expanded network Dy = (N7, Hr U A7)
= derive lower bounds on both transportation costs and holding costs
® Associate to each feasible path in the fully time-expanded network a feasible
path in the partially time-expanded network

time

y K
th th+1

O——0O

——  servicearc

------------------- > hold-over arc

L1 holding time

le ———» upper bound on holding time
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(b) Mapped solution on the partially time-expanded network
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New Relaxation for the CTSNDP-HC
® Partially time-expanded network Dy = (N7, Hr U A7T)
® Relaxation SND-HC-R(D7):

zr(D7) = min Z ,Jyu + Z Z (cuq m + Z Z (h; qk)w,-k

((1,6),0, 1) € AT ker ((i,1),0,))€AT keKieN
SND(D ) and
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W< .- 3 P (a) x4, i=d", VieN,YkeK,
L= a:((j,?),(i,t))e.AT

Z ¢ ( ) ktt _ Z wk(a) ktt

Xji s otherwise,
a=((i,t),(,)) €A

i s i= ok,
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Z 9 (a )x;; kT _ Z 5" (a) ﬁtt, otherwise,
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New Refinement Strategy for CTSNDP-HC

® Based on the same refinement operations of Boland et al. [2017] and
Hewitt [2022], but using different refinement strategies

® Add new time points to and mod-
ify arcs of the partial time-expanded
network
= so that the existing relaxation op-
timal solution becomes infeasible
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New Refinement Strategy for CTSNDP-HC

® Based on the same refinement operations of Boland et al. [2017] and
Hewitt [2022], but using different refinement strategies

® Add new time points to and mod-

tl
ify arcs of the partial time-expanded J oo
network _
i .
t

= so that the existing relaxation op-

timal solution becomes infeasible (a) Lengthen short arcs

® lengthen short arcs (whose travel
times are shorter than actual travel
times, leading to infeasible consoli-
dations)
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New Refinement Strategy for CTSNDP-HC

® Based on the same refinement operations of Boland et al. [2017] and
Hewitt [2022], but using different refinement strategies

® Add new time points to and mod-

tl
ify arcs of the partial time-expanded J oo
network _
i .
t

= so that the existing relaxation op-

timal solution becomes infeasible (a) Lengthen short arcs

® lengthen short arcs (whose travel

times are shorter than actual travel ty t,

times, leading to infeasible consoli- ;e
dations)

® Split the time intervals to improve b Enew t2

i *— >0

accuracy of holding time to guaran-

tee the convergence of the algorithm tr <lpew <tz
(b) Split time interval
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Computational Study

® \We generated two classes of instances:

m Class I: derived from Boland et al. [2017], evaluate the performance of the
method in solving the CTSNDP and CTSNDP-HC

m Class II: newly generated, analyse the factors that affect the complexity of the
CTSNDP-HC

m Holding costs defined for the less-than-truckload shipment case [Lai et al., 2022]
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Computational Study

® \We generated two classes of instances:

m Class I: derived from Boland et al. [2017], evaluate the performance of the
method in solving the CTSNDP and CTSNDP-HC

m Class II: newly generated, analyse the factors that affect the complexity of the
CTSNDP-HC

m Holding costs defined for the less-than-truckload shipment case [Lai et al., 2022]
® Results grouped by “HC/LF", "HC/HF", “LC/LF" and “LC/HF"

m Low Cost ratio (LC) (fixed to flow cost ratio)

m High Cost ratio (HC)

m Low Flexibility (LF) (shipments' time requirements)

m High Flexibility (HF)
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Computational Study

We generated two classes of instances:

m Class I: derived from Boland et al. [2017], evaluate the performance of the
method in solving the CTSNDP and CTSNDP-HC

m Class II: newly generated, analyse the factors that affect the complexity of the
CTSNDP-HC

m Holding costs defined for the less-than-truckload shipment case [Lai et al., 2022]
Results grouped by “HC/LF", “HC/HF", “LC/LF" and “LC/HF"

m Low Cost ratio (LC) (fixed to flow cost ratio)

m High Cost ratio (HC)

m Low Flexibility (LF) (shipments' time requirements)

m High Flexibility (HF)

Gurobi (v.8.1.1) [Gurobi Optimization, 2021] MIP solver to solve relaxation
SND-HC-R(D7)

Seconds of an Intel(R) Core(TM) i7-8700 (3.20 GHz) Desktop PC, two hours
of time limit
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Class I: Summary of the Results
558 instances [Boland et al., 2017] ( < |N] = 30, |A| = 683, |K| = 400)
LBO: lower bound on the CTSNDP
UBO: upper bound on the CTSNDP-HC based on the CTSNDP
LB, UB: lower and upper bounds on the CTSNDP-HC

%UB %LBO| %UBO

%opt|min max avg| time %tLB iter| avg|avg max

HC/LF| 98.4| 1.1 1.9 1.6| 279.3 86.6 4.4 4.1/08 5.3

HC/HF| 655 1.0 6.1 2.9(2902.7 94.4 6.2| 10.6| 3.9 17.9

LC/LF|100.0| - - - 0.7 623 1.8 0.710.0 1.0

LC/HF|100.0 - - - 0.2 57.0 23 0.8[{ 1.1 8.0

%UB = 100 (UB — LB)/LB - %UB0 = 100 (UBO — UB)/UBO - %LB0 = 100 (LB — LB0)/LB0
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Class I: Summary of the Results
558 instances [Boland et al., 2017] ( < |N] = 30, |A| = 683, |K| = 400)
LBO: lower bound on the CTSNDP
UBO: upper bound on the CTSNDP-HC based on the CTSNDP
LB, UB: lower and upper bounds on the CTSNDP-HC
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HC/HF| 655 1.0 6.1 2.9(2902.7 94.4 6.2| 10.6| 3.9 17.9

LC/LF|100.0| - - - 0.7 623 1.8 0.710.0 1.0

LC/HF|100.0 - - - 0.2 57.0 23 0.8/ 1.1 8.0

%UB = 100 (UB — LB)/LB - %UB0 = 100 (UBO — UB)/UBO - %LB0 = 100 (LB — LB0)/LB0
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Class Il: Summary of the Results
® Based on new 1116 CTSNDP-HC derived from Crainic et al. [2001]
(up to [N] =30, | A] =683 and |K| = 400)
® Varying the connectivity level: networks Dy > Dy > D3 > Dy
® Varying the flexibility level: distributions C > B > A

%UB %LB0 %UBO

%opt|min max avg| time %tLB iter|avg | avg max

ADy| 978/ 1.1 21 16| 1837 86.3 40|73 | 41 157
Do| 989 23 23 23| 116.7 849 3.8/80| 46 176
D3| 989 1.2 12 1.2| 1750 805 3.8/ 88| 52 244
D4| 98918 1.8 1.8| 103.0 786 3.8/9.0| 59 234

B D;| 84.9| 1.1 6.8 3.0/1810.4 955 4.7(10.0| 7.7 36.5
Dy| 90.3] 1.3 7.7 4.0{1246.9 94.6 4.8(11.8] 9.9 34.8
D3| 89.2] 1.0 6.3 2.7| 906.9 89.8 4.9|11.3| 10.1 37.1
Dy4| 95.7] 1.3 2.8 1.9| 348.2 85.1 5.1(10.7| 104 37.1

C Dy| 53.8| 1.0 25.4 8.7|3586.5 985 4.0{6.9| 6.5 447
D>| 59.1| 1.0 19.7 4.6|32885 97.4 47|81 | 86 46.1
D3| 84.9| 1.0 19.9 4.6/1650.8 94.0 5.1|11.0f 11.8 43.1
Dy4| 946 3.0 3.0 3.0| 452.3 875 5.6(10.6| 14.1 458
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Class I: Comparison of Partially and Fully Time-expanded Networks

® %value = 100.0 X x/y
® x € {variables, constraints, nodes}: partially time-expanded network
e y € {variables, constraints, nodes}: fully time-expanded network

=
o
=
o

r 7.5 B

5.1

. 2.7 |
| N I 06 4
o o 01

vars cons nds vars cons nds

% value
O = N W H 01O N 00 O
T
Il
% value
O N WS 1O N 00O

(a) Group HC/LF (98.4% solved to op- (b) Group LC/HF (100.0% solved to
timality) optimality)
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We

Conclusions

have:

Shown the importance of incorporating holding costs in CTSNDP
Proved the existence of a complete time-indexed model for the CTSNDP-HC
Designed a new effective DDD algorithm

Shown that the benefits depends on the connectivity of the underlying physical
network and on the flexibility of the shipments’ time requirements
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Future work:

® Applications to other continuous time transportation planning problems, in-
cluding problems under uncertainty

® Performance bottleneck: MIP solver = strengthen the relaxation with addi-
tional cuts
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Conclusions

We have:

Shown the importance of incorporating holding costs in CTSNDP

Proved the existence of a complete time-indexed model for the CTSNDP-HC
Designed a new effective DDD algorithm

Shown that the benefits depends on the connectivity of the underlying physical
network and on the flexibility of the shipments’ time requirements

Future work:

® Applications to other continuous time transportation planning problems, in-
cluding problems under uncertainty

® Performance bottleneck: MIP solver = strengthen the relaxation with addi-
tional cuts

Paper available at
http://www.optimization-online.org/DB_HTML/2021/10/8616.html
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 http://www.optimization-online.org/DB_HTML/2021/10/8616.html

Thank you for your attention!
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Class |l: differences between UB0O and UB

® %dr: percentage of the commodities that use different delivery routes

® %ds: percentage of the commodities that use the same delivery routes but
with different departure scheduling plans

%dr %ds EXM-0 EXM

Dist. Network %UB1 %dp %da
avg max avg max %hc %ht %cs %hc %ht %cs

D1 16 224 141 10 75 214425 32 6.7 409 12 39 329
D> 20 257 170 1.0 7.0 248380 37 7.4 437 12 41 352

A D3 24 298 199 04 26 294 425 45 83 49.1 14 44 380
Dy 27 340 228 00 00 340560 49 92 521 15 4.8 406
D1 3.0 256 168 21 75 235450 53 87 474 16 43 382
D, 44 315 207 1.6 125 30.0 50.0 6.8 109 52.2 15 45 39.1
B D3 52 357 251 1.2 51 346 600 7.7 121544 18 52 426
Dy 6.2 417 290 00 1.0 41.7 63.0 8.7 141565 18 54 444
D1 51 31.2 209 33 11.0 279 440 7.7 103506 17 4.1 372
c D, 55 349 243 3.0 125 31.9 50.0 8.1 11.4549 17 4.4 400

D3 73 397 262 1.6 10.0 381575 99 151580 16 5.1 415
Dy 87 476 340 0.0 0.0 476 725 11.1 179 615 17 58 456
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